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1. Introduction

The diversity of functional groups and a complex structural
skeleton of humic substances (HS) make their fractionation and
structural characterization by common approaches rather difficult.
Therefore, the development of new analytical approaches or com-
bination of different known techniques is still desirable. One of
important tools in the characterization of HS represents derivatiza-
tion. The aim of derivatization is a modification of certain properties
of HS in a desired way, e.g. for easier detection, elimination of
hydrogen bonds or reduction of HS polarity [1]. The most fre-
quent functional groups occurring in the structure of HS are –OH
groups either alone standing (phenolic, alcoholic, enolic –OH) or
as a part of other functional groups (carboxylic –COOH, hydroper-
oxidic –O–OH). The derivatization of –OH groups in HS is mainly
done using methylation as a relatively common way of acidic hydro-

∗ Corresponding author at: Research Institute of Inorganic Chemistry, a. s., Rev-
olučnı́ 84, 400 01, Ústı́ nad Labem, Czech Republic. Tel.: +420 475 309 269;
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(HA) with dimethylsulfate in acetone and methanol followed by the iodo-
thoxy groups (Zeisel reaction) were applied to determine the contents of

HA of different origins. For the coal- and peat-derived HA samples, the con-
d after methylation in acetone ranged from 6.6 to 8.7 mmol/g, whereas the
ined after methylation in methanol ranged from 4.0 to 5.0 mmol/g. These

he content of carboxylic groups in the HA molecule that were not methy-
by a comparison with results of conventional titrimetric determinations.

rpreted as results of different polarity of both solvents and alkalinity of the
ethylation. The contents of alcoholic groups as well as some other minor
sing the –OH group contents obtained after methylation in both solvents
conventional determinations of acidic functional groups. A repeatability
n as estimated from a series of triplicate analyses of different HA samples

3 mmol/g and 0.08–1.06 mmol/g (standard deviations) for methylation in
vely. Thus, the average repeatability of the –OH groups determination was
mol/g for methylation in acetone and methanol, respectively.

© 2008 Elsevier B.V. All rights reserved.

gen substitution in –OH groups [2,3]. Ricca et al. [4] reported on

the methylation of –OH groups in humic acids (HA) obtained from
Leonardite using the mixture CH3I/Ag2O in methanol and dimethyl-
formamide. The main goal of methylation was the removal of strong
hydrogen bonds in HA leading to the formation of intra- and inter-
molecular aggregates disabling their dissolution in organic solvents
and thereby the determination of their molecular mass. The methy-
lated products were well soluble in organic solvents, which enabled
their analysis by spectral techniques (IR, 1H and 13C NMR). The IR
spectra of the methanolic product showed that all –COOH groups
were derivatized to methyl esters (absorption band at 1730 cm−1).
Other –OH groups were methylated only partly (absorption at
3450 cm−1). When dimethylformamide was used as a solvent both
carboxylic –OH as well as other –OH groups were methylated (no
absorption at 3450 cm−1, strong absorption at 1730 cm−1). The
analysis of HA by 13C NMR after methylation by diazomethane and
alkali hydrolysis of methylated products was the subject of the
paper published by Sachs et al. [5]. In the first step, the –COOH
groups were blocked by methylation in the form of methylesters,
whereas the phenolic –OH groups were blocked as methylethers,
as confirmed by NMR. In the second step, the selective hydrolysis of
methylesters in alkali solution was carried out. Thereby the –COOH
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groups were again unblocked. The methylethers did not hydrolyzed
under given conditions. This procedure enabled to study the influ-
ence of phenolic OH groups on the complexation behaviour of HA.
The methylation of HA in situ with tetramethylammonium hydrox-
ide (TMAH) was applied to study the HA structure by conventional
flash pyrolysis [6]. It was stated that the methylation protected
–COOH groups and aliphatic chains during the pyrolysis against
the cleavage and chemical reactions even with an excess of sul-
phur. The similar technique was used for the study of distribution
of HS and lipids in two different sewage sludges [7]. HA were inves-
tigated by elemental analysis, IR and thermally assisted hydrolysis
and methylation coupled to GC–MS (THM–GC–MS). The influence
of methylation with diazomethane on molecular mass distribution
in aqueous fulvic acids was investigated by electrospray mass spec-
trometry [8]. The aim of methylation was to suppress the influence
of acidic hydrogens in the formation of aggregates of fulvic acids
and to eliminate the formation of higher charged ions during the
MS analysis. The successfulness of methylation was monitored by
IR.

The methylation with dimethylsulfate [1–3] or acetylation with
acetic anhydride [1,3] have been applied often for the determi-
nation of –OH groups (or “total –OH”) contents in HA. When
dimethylsulfate is used as methylating agent the sample is repeat-
edly let to react with it in alkali solution. The formed precipitate is
analyzed after acidification on the presence of methoxy groups by
Zeisel reaction. It is supposed usually that only phenolic and enolic
–OH groups react with dimethylsulfate. The possible problems with
side reactions of formed sulfate in aqueous alkali solution can be
eliminated by using acetone [2] or methanol [1] as solvent instead
of water.

In this work, the methylation with dimethylsulfate was
employed for the determination of the –OH groups contents in HA.
Significant differences were observed when acetone and methanol
were used as solvents during the methylation—a possible explana-
tion of this phenomenon is given in the paper. It was also shown that
some useful additional parameters, such as amounts of alcoholic
or some minor –OH groups, can be estimated from the –OH groups
content determined by the proposed method and other parameters
determined by conventional titrimetric procedures.

2. General principle of the determination

The procedure for the determination of –OH groups consists of
two steps:
1. The substitution of hydrogen in –OH groups by methyl groups
(–CH3).

2. The cleavage of the methoxy groups (–OCH3) by hydroiodic acid
under formation of gaseous methyl iodide, which is trapped
in bromine water and determined by iodometric titration as
released iodine (Zeisel reaction).

The substitution of hydrogen in –OH group is realized by reac-
tion between HA and dimethylsulfate (CH3)2SO4, which can be
described by the following equations [2]:

ROH + NaOH ↔ RO− +Na+ +H2O

RO− +CH3–O–SO2–O–CH3→ R–OCH3+CH3–O–SO2–O−

The methylation reaction can be carried out in the system of
acetone with K2CO3 or methanol with K2CO3. Because none of these
solvents is preferred in literature, the methylation was done in both
solvents in this work in order to investigate their influence on the
determination of the –OH groups in HA.
Table 1
Solid HA used in this work

Sample Origin and basic characteristics

HA1 HA from oxihumolitea from North-Bohemian coal
basin, mining site Václav (1), content of H2O 7.1%, ash
content 2.8%

HA2 Refined HA from HA1, content of H2O 7.5%, ash content
1.8%

HA3 HA from oxihumolitea from North-Bohemian coal
basin, mining site Václav (2), content of H2O 5.7%, ash
content 7.7%

HA4 HA from oxihumolitea from North-Bohemian coal
basin, mining site Vršany, content of H2O 7.3%, ash
content 11.2%

HA5 HA from peat from South-Bohemian basin Třeboň,
locality Braná, content of H2O 7.0%, ash content 7.1%

HA6 HA from peat from Bohemian Forest, locality Světlı́k,
content of H2O 6.6%, ash content 5.1%

HA7 HA from young brown coal oxidized by HNO3, mining
site Družba, Sokolov Basin, content of H2O 6.2%, ash
content 2.0%

a Weathered, naturally oxidized young brown coal.

The determination of –OCH3 groups by the Zeisel reaction can
be described by the following equations [3]:

R–OCH3+HI → ROH + CH3I

CH3I + 6Br2+5H2O → HIO3+12HBr + CO2

2HIO3+10KI + 5H2SO4→ 6I2+6H2O + 5K2SO4

I2+2Na2S2O3→ 2NaI + Na2S4O6

The content of metoxy groups in HA samples found by the Zeisel
reaction should be recalculated on the –OH content (in mmol/g of
the dried- and ash-free sample).

3. Experimental

3.1. Materials and reagents

Various kinds of solid HA were prepared from young brown coals
and other materials (peats) by alkaline extraction and acid precipi-
tation, as described in details elsewhere [9]. The solid samples were
used without an additional pre-treatment except of grinding. A list

of the HA samples used in this work is given in Table 1 together with
their basic characterization. Stock solution of Na2S2O3 (0.1 mol/l)
was prepared from reagent-grade product (Lach-Ner, Neratovice,
Czech Republic) and standardised by a conventional titrimetric
procedure. The solutions were prepared in deionised water from
the system Demi Ultra 20 (Goro, Prague, Czech Republic) utilis-
ing reverse osmosis and mixed-bed ion-exchange for the water
purification. Bromine water for the Zeisel reaction was prepared as
follows: Dissolve 100 g of potassium acetate (Lach-Ner) in 1000 ml
of solution containing 900 ml of glacial acetic acid (Penta, Chrudim,
Czech Republic) and 100 ml of acetic acid anhydride (Aldrich, Stein-
heim, Germany). Then dissolve 5 ml of bromine (Aldrich) in 145 ml
of the potassium acetate solution. This solution must be prepared
daily fresh. Water-free K2CO3 was prepared by ignition of the
reagent-grade product (Lach-Ner) over the Bunsen burner in a Pt
vessel for 15 min and stored in a desiccator over silica gel. Sodium
acetate buffer was prepared by dissolving 220 g sodium acetate
(Lach-Ner) in 1 l of deionized water. Organic solvents (acetone,
methanol) were of reagent-grade quality, obtained from Penta,
Chrudim, Czech Republic, dimethylsulfate (99%) was obtained from
Aldrich.
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is the percentage of –OCH3 in the methylated product.
Conventional titrimetric procedures were used for the deter-

mination of acidic functional groups in HA, namely the barium
hydroxide method for the determination of total acidity and the cal-
cium acetate exchange method for the determination of carboxylic
groups, respectively [13]. For comparison, the content of carboxylic
groups was determined also from the acid–base titration curves
[14] using the method of Ritchie and Perdue [15].

4. Results and discussion

The –OH groups contents and corresponding standard devi-
ations from triplicate analyses obtained by methylation with
dimethylsulfate in acetone (OH)ac and in methanol (OH)meth fol-
lowed by the Zeisel reaction are given in Table 2. It is distinct that
Fig. 1. Apparatus for the Zeisel reaction. (A) Absorber filled with bromine water; (B)
iodine vapour trap; (C) reaction flask with water cooler.

3.2. Apparatus and procedures

Procedure for methylation with dimethylsulfate: 1 g of HA was
refluxed for 24 h with 14 ml of dimethylsulfate and 24 g of water-

free K2CO3 in 40 ml acetone or methanol in 100 ml rounded flask
under water cooler. The reaction mixture was continuously stirred
by magnetic stirrer to avoid a secret boiling. Then the organic sol-
vent was removed from the reaction mixture by distillation under
normal pressure using a water bath. The reaction mixture was acid-
ified to pH 2 with HCl (ca. 2 mol/l) to precipitate solid HA. The
precipitated HA was dried overnight at 40 ◦C in an oven. Dry HA
was re-methylated three times with 8 ml of dimethylsulfate and
16 g of water-free K2CO3 in 40 ml acetone or methanol.

Procedure for the Zeisel reaction: the apparatus for the Zeisel
reaction was constructed as described in the literature [10,11] with
slight modifications only (Fig. 1). In principle, the apparatus con-
sits of an absorber (A) filled with bromine water and of a distillation
part containing an iodine vapour trap (B), water cooler and a reac-
tion flask (C) with the arm for nitrogen supply. The Zeisel reaction
was carried out as follows: add 3 ml of deionized water to the iodine
vapour trap and 10 ml of bromine water to the absorber. Attach the
absorber to distillation part. Weigh 50 mg of HA sample into the
reaction flask, add 6 ml of hydroiodic acid (57%, Aldrich) and attach
the reaction flask to the apparatus. Connect the side arm of the reac-
tion flask to nitrogen source and adjust the flow rate of nitrogen
6 (2008) 960–963

Table 2
Determination of the OH groups content using methylation in acetone (OH)ac and in
methanol (OH)meth with corresponding standard deviations (S.D.) calculated from
triplicate analyses

Sample (OH)ac (mmol/g) S.D. (mmol/g) (OH)meth (mmol/g) S.D. (mmol/g)

HA1 8.4 0.26 4.9 0.20
HA2 8.4 0.15 4.0 1.06
HA3 8.7 0.64 5.0 0.35
HA4 8.7 0.73 4.4 0.65
HA5 6.9 0.25 4.1 0.50
HA6 6.6 0.37 4.7 0.68
HA7 7.1 0.29 4.6 0.08

Values were re-calculated on the water- and ash-free samples.

through iodine vapour trap to 2 bubbles/s. Heat the reaction flask
for 3 h at 150 ◦C. Then transfer the content of the absorber to the
vial containing 15 ml of sodium acetate buffer. Eliminate the excess
of bromine by adding a few drops of formic acid (check with the
methyl red indicator [12]). When the solution is free of bromine
add 5 ml of sulphuric acid (ca. 2 mol/l) and titrate the released
iodine with 0.1 mol/l sodium thiosulfate. Simultaneously, the blank
experiments with all reagents were carried out.

It should be taken into account that the methylation reaction
increases the weight of the sample. Therefore, the conversion of
percentage of methoxy groups in methylated product to percentage
of –OH groups in the original sample must be done as follows:

percentage of −OH in original sample = 1700(Y2 − Y1)
3100− 14Y2

where Y1 is the percentage of –OCH3 in the original sample and Y2
the values of (OH)ac are almost two times higher in comparison with
(OH)meth. As already mentioned, the difference in using acetone or
methanol for determination of the –OH groups is not emphasized
in literature [2,3]. The possible explanation of this difference con-
sists in a different reaction environment, especially regarding the
alkalinity of the reaction mixture and polarity of the used solvents.

Table 3
Determination of carboxylic functional groups—a comparison of various methods

Sample Ca acetate method
(mmol/g)

From titration
curvea (mmol/g)

From the difference
between (OH)ac and
(OH)meth (mmol/g)

HA1 4.9 4.5 3.6
HA2 4.1 5.0 4.4
HA3 4.0 4.1 3.7
HA4 3.7 4.4 4.3
HA5 2.7 3.4 2.8
HA6 2.5 3.2 1.9
HA7 3.0 3.3 2.5

a Calculated according to the procedure of Ritchie and Perdue [15] from the base
consumption up to pH 8.
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Table 4
Contents of various functional groups in HA

Sample Total aciditya (mmol/g) Phenolic groupsb (m

HA1 9.4 4.5
HA2 9.3 5.2
HA3 9.6 5.6
HA4 10.0 6.3
HA5 8.1 5.4
HA6 7.4 5.0
HA7 7.6 4.6

a Barium hydroxide method.
b Determined by the conventional procedures as a difference between the total a
c Sum of tertiary allyl and benzyl OH groups determined as a difference between
d Calculated from the difference between (OH)meth and the phenolic group conte

Due to higher polarity of methanol in comparison to acetone the
solubility of K2CO3 in the reaction mixture was higher, and con-
sequently the alkalinity of the reaction mixture was higher, too.
Increased alkalinity of the reaction mixture led to the methyla-
tion of phenolic, alcoholic and hydroperoxidic –OH groups (–O–OH)
only in methanol. When acetone was used as solvent, on the other
hand, the methylation of carboxylic groups (–COOH) together with
the previously mentioned –OH groups took place. It was found
in early studies on the methylation of HA with dimethylsulfate
that the carboxylic groups are not methylated in strongly akaline
solutions [16,17], but they are methylated under mildly alkaline
conditions [18], which supports the above explanation. Thus, the
difference between (OH)ac and (OH)met could give the content of
–COOH groups in the HA molecule. The comparison of the contents
of carboxylic groups as determined by three different procedures is
given in Table 3. As can be seen, the obtained results for the three
different procedures are in a reasonable agreement, taking into
account quite different principles of the determinations. The val-
ues of –COOH content calculated as the difference between (OH)ac

and (OH)met are mostly in the interval allocated by two remaining
techniques.

As can be deduced from literature [1], some minor –OH groups

(tertiary, allyl and benzyl) are not methylated with dimethylsul-
fate. Hence, the content of these groups can be estimated from the
difference between the total content of –OH groups (total acidity)
and the (OH)ac value—see Table 4. Moreover, the content of alco-
holic groups can be calculated as a difference between (OH)meth and
the content of phenolic groups, as determined by the titrimetric
procedure (Table 4).

5. Conclusions

The methylation of HA with dimethylsulfate in acetone and
methanol was applied to various solid samples of HA of different
origins. It was found that the content of –OH groups determined
after methylation in acetone is higher then the content of –OH
groups determined after methylation in methanol. This differ-
ence may be related to the content of carboxylic groups in the
HA molecule, as confirmed by a comparison with results of con-
ventional titrimetric determinations. Observed differences were
interpreted as results of different polarity of both solvents and
alkalinity of the reaction mixture. The contents of alcoholic groups
as well as some other minor –OH groups can be estimated using

[
[

[

[

[
[
[
[
[
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) TAB groupsc (mmol/g) Alcoholic groupsd (mmol/g)

1.0 0.3
1.0 <0.1
1.0 <0.1
1.3 <0.1
1.2 <0.1
0.9 <0.1
0.5 <0.1

and the content of carboxylic groups.
tal acidity and (OH)ac.

the –OH group contents obtained after methylation in both sol-
vents together with the results of the conventional determinations
of acidic functional groups. A repeatability of the –OH groups
determination as estimated from a series of triplicate analyses of
different HA samples (n = 7) was in range of 0.15–0.73 mmol/g and
0.08–1.06 mmol/g (standard deviations) for methylation in ace-
tone and methanol, respectively. Thus, the average repeatibility
of the –OH groups determination was estimated to be 0.38 and
0.50 mmol/g for methylation in acetone and methanol, respectively.
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limit is 2.7×10−8 mol L−1

in a wide linear concentrat
(∼8 s) and noticeably high
used as an indicator elect
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1. Introduction

Solid electrodes based on carbon materials are commonly used

n electroanalysis due to their broad potential window, low back-
round current, rich surface chemistry, low cost, chemical inertness
nd suitability for various sensing and detection applications [1,2].
mong them, carbon paste electrodes (CPEs) combine a carbon
owder with a pasting liquid (an organic binder). The advantages
f carbon paste electrodes drew the attention of researchers in
ecent years where these advantages were exploited for various
easurements including potentiometric [3–7]. However the exact

ehaviour of carbon paste electrodes is not fully understood.
Silica-based organic–inorganic hybrids, most often dispersed in

arbon paste electrodes, have been used for determination of metal
ons [8].

Chemical modification of electrode surfaces is a strategy for
mproving the analytical performance of conventional electrode

aterials for specific applications in various fields, especially elec-
roanalysis and sensors [9].

Silica-based organic–inorganic hybrids combine in a single solid
oth the properties of a rigid three-dimensional silica network with
articular reactivity of the organic components [9,10]. These mul-
ifunctional materials are robust inorganic solids displaying both
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a, Palestine

he detection limit for a copper(II) ion-selective electrode (ISE) is presented.
ylidine-functionalized polysiloxane in carbon paste. This work describes
trode and measurements of its characteristics. The new type of renewable
odified electrode could be used in a pH range of 2.3–5.4, and its detection

g L−1). This sensor exhibits a good Nernstian slope of 29.4±0.5 mV/decade
nge of 2.3×10−7 to 1.0×10−3 mol L−1 of Cu(II). It has a short response time
ctivity over other Cu(II) selective electrodes. Finally, it was satisfactorily
n complexometric titration with EDTA and determination of copper(II) in
urine and various water samples.

© 2008 Elsevier B.V. All rights reserved.

high specific surface area and open surfaces interconnected to
each other. They have been reported to be particularly suitable to
design integrated electrochemical systems that likely offer attrac-
tive features in the field of electroanalytical chemistry [11,12]. These
materials can be manufactured quite easily at room temperature
by the sol–gel process and the resultant material will have prop-

erties of the tailor-based materials incorporated in the polymer.
Therefore, these polymers were applied in various fields including
chemical and biological sensors, separation processes and catalysis
[13–17]. In particular, it is noted that organic and inorganic com-
ponents are usually linked through strong chemical bonds and can
coordinate metal ions efficiently. The complex-impregnated poly-
mer has properties that can be utilized for specific targets. Use
of silica gel in a sensor is likely to improve the detection limit
because of its strong polar bonds, between silicon and oxygen,
that can improve conductivity of the electrode and enhance its
response.

Potentiometric determination of copper using carbon paste
electrodes assumes importance in view of its widespread occur-
rence in various samples [3,18–20]. Copper deficiency results in
anemia while its accumulation results in Wilson disease (WD) [21].
Therefore, devising proper methods for its determination in various
samples is of utmost importance. In this work, a silica gel surface
chemically modified with salicylaldehyde was prepared, character-
ized and found as a sensing material for Cu(II); it was employed in
construction of an electrode that has competitive properties over
many other electrodes.
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) and

The electrode was used directly for potentiometric measurements
without pre-conditioning.

2.3.2. Synthesis of 3-aminopropylpolysiloxane (P–A)
Aminopropylpolysiloxane was prepared by adding 3-

aminopropyltrimethoxysilane (9.86 g, 50 mmol) to a stirred
solution of tetraethylorthosilicate (20.83 g, 100 mmol) in 15 mL
methanol and HCl (9.95 mL, 0.42 mol L−1). Gelation occurred
within a few seconds. The product was left to stand for 12 h then
dried in a vacuum oven at 90 ◦C. The material was crushed, sieved,
washed successively with 50 mL portions of 0.025 mol L−1 NaOH,
Scheme 1. Preparation of 3-aminopropylpolysiloxane (P–A

2. Experimental

2.1. Reagents and materials

All chemicals used were of analytical grade. Tetraethylorthosil-
icate, 3-aminopropyltrimethoxysilane, and salicylaldehyde were
purchased from Merk. Salicylaldehyde was obtained from Riedel-
de Haen. Reagent grade pure graphite powder, bis(2-ethylhexyl)
adipate (DOA), dioctyl phthalate (DOP), dibutyl phthalate (DBP),
tris(2-ethylhexyl) phosphate (DOPh), dioctyl sebacate (DOS), paraf-
fin oils (P.O.), as well as all metal salts such as chlorides, nitrates and
sulphates were purchased from Aldrich. Diethyl ether and methanol
(pectroscopic grade) were commercially available. All reagents and
solvents were used as received.

2.2. Apparatus
All EMF measurements were carried out with the following
assembly:

Hg, Hg2Cl2(s), KCl(sat.) || sample solution | carbon paste elec-
trode.

The potential measurements were carried out at 25±0.1 with
a digital millivoltmeter (SR-MUL-3800). pH measurements were
made on a digital pH meter (HANNA pH 211). A saturated calomel
electrode (SCE) was used as a reference electrode. Analysis for car-
bon, hydrogen, and nitrogen were carried out, using an Elemental
Analyzer EA 1110-CHNS CE Instrument. The infrared spectra for the
materials were recorded on a PerkinElmer FTIR spectrophotometer
using KBr disk in the range 4000–400 cm−1.

2.3. Preparations

2.3.1. Preparation of modified carbon paste electrode
A modified carbon paste electrode was prepared according to

a previously reported method [22]. The paste was prepared by
thoroughly mixing weighed amounts of the ionophore, high purity
graphite and plasticizers as shown in Table 2 in plastic Petri dishes
until a uniformly wet paste was obtained which was used for sensor
salicylic dinepropylimine polysiloxane ligand system (P–S).

construction. Electrode bodies were made from 1 mL polypropylene
syringes (3 mm i.d.), the tip of which had been cut off with a cutter.
The mixture was packed in the end of the syringe. Electrical contact
to the carbon paste was made by a copper wire. A fresh electrode
surface was obtained by squeezing out a small amount of paste and
scraping off the excess against a conventional paper then polish-
ing the electrode on a smooth paper to obtain a shiny appearance.
water, methanol and diethyl ether and then dried in vacuum
oven at 90 ◦C at 0.1 torr for 10 h. The elemental analysis for the
aminopropylpolysiloxane is given in Table 1.

2.3.3. Synthesis of salicylidinepropylimine polysiloxane ligand
system (P–S)

3-Aminopropylpolysiloxane (P–A) (5.0 g, 17.5 mmol) was
refluxed for 12 h with an excess (5 g, 41 mmol) of salicylaldehyde
in 50 mL ethanol. The solid product was filtered off, washed
successively with 50 mL portions of 0.025 mol L−1 NaOH, methanol

Table 1
Elemental analysis data for P–A and P–G

Polysiloxane %C %H %N C/N

P–A
Expected 15.7 3.9 6.1 3.0
Found 13.1 4.6 4.9 3.1

P–S
Expected 30.9 3.1 3.6 10.0
Found 24.68 3.8 4.3 6.69



/ Talanta 76 (2008) 941–948 943
H.M. Abu-Shawish et al.

and diethyl ether and then dried in a vacuum oven at 90 ◦C for 12 h.
The elemental analysis for salicylidinepropylimine polysiloxane
(P–S) is given in Table 1 and Scheme 1.

2.3.4. Metal uptake measurements
Metal uptake measurements were performed as described else-

where [23]. To 50 mg samples of the functionalized polysiloxane-
immobilized ligand system, P–S, was added a 25 mL 0.01 mol L−1

solution of the appropriate metal ion (Cr3+, Co2+, Ni2+, Cu2+, Zn2+,
Ag+ and Cd2+) in the buffer using 50 mL polyethylene bottles. The
mixture was shaken and allowed to stand for a week. Out of the
supernatant solution, 250 �L was taken and diluted to 25 mL with
water. The concentration of each metal ion in its aqueous solutions
was measured versus an analogously made reference solution using
a PerkinElmer AAnalyst-100 to estimate the metal uptake. Replicate
solutions were used in the analyses.

2.4. Characterization

2.4.1. Elemental analysis
From elemental analysis, given in Table 1, it is obvious that the

reaction between 3-aminopropylpolysiloxane and salicylaldehyde
occurred. The percentage of carbon increased and the percentage
of nitrogen decreased in the product (P–S) as compared with the
starting material (P–A). The lower carbon and higher nitrogen val-
ues are probably due to incomplete reaction of the amino groups
with salicylaldehyde and that the surface amino groups only were
involved in the reaction.

2.4.2. The FTIR spectra
The FTIR spectra of the immobilized 3-aminopropylpolysiloxane

(P–A) and the salicylidine-modified form (P–S) ligand systems are
given in Fig. 1a and b. The spectrum in Fig. 1a shows three char-
acteristic absorption bands: at 3500–3000 cm−1 due to � (OH)
and/or � (NH2), 1645–1560 cm−1 due to �(OH) and/or ı (NH2) and
1200–900 cm−1 due to � (Si O). The spectrum of the immobilized
ligand (P–S) in Fig. 1b shows a strong band at 1647 cm−1 due to
� (C N) stretching vibration. This confirms that the salicylidine-
functionalized group is chemically bonded to the surface of the
polysiloxane.

2.5. Selectivity of the electrode
Potentiometric selectivity of the sensor towards different inor-
ganic cations in the chloride form and several anions were
evaluated by applying the matched potential method (MPM)
[24]. According to this method, the activity of Cu(II) was
increased from aA = 1.0×10−5 mol L−1 (reference solution) to
àA = 2.0×10−5 mol L−1, and the corresponding changes in poten-
tial (�E) were measured. Next, a solution of an interfering ion
of concentration aB, in the range 1.0×10−1 to 1.0×10−3 mol L−1,
was added to a new 1.0×10−5 mol L−1 (reference solution) until
the same potential change (�E) was recorded. The selectivity fac-
tor, KMPM

A,B , for each interferent was calculated using the following
equation:

�aA

aB
= (àA − aA)

aB
(1)

In addition, the selectivity coefficients of interfering species
were evaluated by the modified separate solution method, as
described by Radu et al. and Bakker et al. [25,26]. According to this
method, the potentiometric calibration curves are obtained for pri-
mary (I) and interfering ions (J), and the values of E0

I and E0
J are

determined by extrapolating the response function to 1.0 mol L−1
Fig. 1. FTIR spectra of (a) 3-aminopropylpolysiloxane (P–A), (b) salicylic dinepropy-
limine polysiloxane.

activities. Eq. (1) can be used to determine the selectivity coeffi-
cients by this method.

Kpot
IJ =

aI

azI/zJ
J

exp

{
EJ − EI

RT
zIF

}
= exp

{
E0

J − E0
I

RT
zIF

}
(2)

2.6. Sample preparation

The analysis of water samples does not require pretreatment

before potentiometric determination using the present sensor.
Analyses were performed using the standard addition method on
80 mL of water samples followed by spiking with either 1.0×10−3

or 1.0×10−2 mol L−1 CuCl2. Different quantities of CuCl2 and 4 mL
urine were transferred to 25 mL measuring flasks and were filled
completely to the mark with doubly distilled water to give solutions
of concentrations ranging from 1.0×10−7 to 1.0×10−5 mol L−1

CuCl2 and measured as indicated above.

3. Results and discussion

Silica are promising candidates as sensing layers of mass sensi-
tive devices because of their advantages and known applications in
different areas of analytical chemistry. Organic modification of sil-
ica enables incorporation of different functional groups in order to
improve the selectivity as these materials possess many advantages
like molecular recognition and selective properties on the matrix.
Walcarius et al. [14] presented reviews about the preparation and
application of silica-modified electrodes showing their importance
as electroanalytical sensors.
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Salicylaldehyde reacts with 3-aminopropylpolysiloxane,
(P–A), to produce the salicylidine derivative, (P–S), which is
a bidentate ligand. It is known that this ligand produces a
much more stable complex due to the well-known chelate
effect in coordination chemistry [27]. Measurements indi-
cate that metal uptake of the ligand, P–S, has this order:
Cu(II) > Co(II) > Ni(II) > Zn(II) > Cr(III) > Ag(I) > Cd(II).

Copper(II) uptake was the highest among the metal ions due to
the higher stability of copper(II) complex with this ligand system.
Therefore, it was considered a candidate for construction of a Cu(II)
selective electrode.

3.1. Characteristics of the electrode

The general characteristics of sensor are outlined by determin-
ing its sensitivity, detection limit, linear range and selectivity coef-
ficients. Some important features of carbon paste electrode, such
as the properties of the plasticizer, the graphite(G)/plasticizer(P)
ratio, the nature and amount of the ionophore, are reported to
significantly influence the sensitivity and selectivity of the sensor.

3.1.1. Effect of functionalized polysiloxane concentration on
electrode potential

The influence of the amount of functionalized polysiloxane as
an ionophore on the potential response of the electrode was stud-
ied and the corresponding results are summarized in Table 2. The
electrode without the ionophore shows poor sensitivity to cop-
per cations, sensor no. 1, whereas the sensitivity of the electrode
response increased with increasing ionophore content until the
value of 3.5 wt% was reached. It is interesting to note that the
graphite/plasticizer ratio of ca. 1.12 showed the optimum physical
properties and ensured high enough mobilities of their constituents
[28]. Further addition of the ionophore (sensor nos. 10 and 11),
however, resulted in a little decrease in the response of the elec-
trode, most probably due to some inhomogenieties and possible
saturation of the paste [29].

3.1.2. Plasticizer selection
Two parameters are of importance when manufacturing a car-

bon paste: (1) its mechanical stability and (2) its active surface area.
Mechanical stability can be interpreted as the ability of the car-
bon paste to avoid erosion in solution. The use of plasticizers will
give some permeable properties to the paste and will improve its
mechanical stability by promoting binding between grains [30]. A

range of G/P ratios can be used. In this study, the highest useful ratio
of G/P considered was 1.25 which produced a “crumbly” paste. The
lowest ratio of 1.01 had a consistency resembling that of “peanut
butter”. It was found that G/P ratio of 1.12 showed the best results.

In addition, the solvent mediator, in particular, has a dual
function: it acts as a liquifying agent, enabling homogenous solubi-
lization and modifying the distribution constant of the ionophore
used. The proportion of solvent mediator must be optimized in
order to minimize the electrical asymmetry of the paste, to keep
the sensor as clean as possible, and to stop leaching to the aqueous
phase [31]. For a plasticizer to be adequate for use in sensors, it
should gather certain properties and characteristics such as hav-
ing high lipophilicity, high molecular weight, low tendency for
exudation from the paste matrix, low vapor pressure and high
capacity to dissolve the substrate and other additives present in the
paste [32]. In exploration for a suitable plasticizer for constructing
this electrode, we used six plasticizers, with the values of dielec-
tric constants, lipophilicity and molecular weight respectively
listed in parantheses, namely, DOA (εr = 3.9, PTLC = 6.1, M.wt. = 370),
DOP (εr = 5.1, PTLC = 7.0, M.wt. = 391), DBP (εr = 6.4, M.wt. = 278),
DOS (εr = 3.9, PTLC = 10.1, M.wt. = 427), DOPh (εr = 4.8, PTLC = 10.2,
Fig. 2. Effect of different plasticizers on the response of Cu-CMCPE.

M.wt. = 434) and paraffin oil, in sample electrodes to figure out
the plasticizer with the best response. The CPE with DOS as a sol-
vent mediator produced the best response, as shown in Fig. 2, likely
due to high lipophilicity, relatively high molecular weight and low
dielectric constant as well as two ester groups that, in principle, are
capable of interacting with cationic species; this plasticizer may
solvate and adjust the mobility of ionophore.

The results, given in Table 2, indicate that sensor no. 5, com-
posed of 44.5% DOS, 52.0% graphite and 3.5% ionophore, gives the
best sensitivity, with a Nernstian slope of 29.4±0.5 mV/decade and
detection limit of 2.7×10−8 mol L−1 over a relatively wide dynamic
range (2.3×10−7 to 1.0×10−3 mol L−1) of Cu2+ ions. Therefore, this
composition was used to study various operation parameters of
the electrode. The electrochemical performance characteristics of

this electrode were systematically evaluated according to the IUPAC
recommendations [33].

3.1.3. Homogeneity, surface-renewal and reproducibility of the
electrode

The main attraction of using the modified electrode is that
the electrode surface can be renewed after every use. The bulk-
modified electrode can be renewed by squeezing a little carbon
paste out of the tube and a fresh surface is smoothed on a piece
of weighing paper whenever needed [34]. Accordingly, a paste of
optimum composition and suitable weight (∼2.0 g) can be used for
several months without any deterioration or change in the response
of the electrode.

To test paste homogeneity, the proposed electrode was applied
for copper measurement in a 5.0×10−5 mol L−1 copper(II) solution.
The measurement was repeated ten times and after each mea-
surement the electrode surface was renewed as explained above.
The average potential was 105 mV and relative standard deviation
(R.S.D.) 0.41, which are reasonable values.

The slope of the calibration graph was found to decrease slightly
from 29.4±0.5 to 21.6±1.8 mV/decade after three times of use. This
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Table 2
Composition and response characteristics of Cu-CMCPE

Composition (wt%) Electrode characteri

No. I.P. G P S (mV)

1 – 51.0 49.0 (DOS) 9.5 ± 0.5
2 3.5 51.0 45.5 (DOA) 18.5 ± 0.7
3 3.5 51.0 45.5 (DOP) 22.8 ± 0.3
4 3.5 51.0 45.5 (DBP) 26.1 ± 0.9
5 3.5 51.0 45.5 (DOS) 29.4 ± 0.5
6 3.5 51.0 45.5 (DOPh) 23.1 ± 0.6
7 3.5 51.0 45.5 (P.O.) 23.1 ± 0.6
8 0.3 52.2 47.5 (DOS) 19.1 ± 1.2
9 2.0 52.5 45.5 (DOS) 27.5 ± 1.1

10 6.0 50.0 44.0 (DOS) 20.8 ± 1.3
11 10.0 50.0 40.0 (DOS) 11.2 ± 0.7

I.P.: ionophore, G: graphite, P: plasticizer, S: slope (mV/decade), C.R.: concentration

decrease may be attributed to surface contamination and memory
effect. Every use of the electrode results in coordination of copper
ions to some of the functional groups on the surface. Repeated use
of the electrode results in a drop of the measured potential as the
number of coordination sites at the surface is limited. Precision in
potential measurements of a certain solution requires removal of
the coordinated sites. Therefore, the electrode surface should be
polished to expose a fresh layer for use.

The sensor reproducibility was evaluated on the same surface by

three successive measurements and resulted in a relative standard
deviation of 4.1% and 1.9% for 1.0×10−3 and 1.0×10−4 mol L−1 of
Cu(II), respectively.

3.1.4. Response time and reversibility of the electrode
Generally, dynamic response time is a significant parameter for

any ion-selective electrode (ISE). According to IUPAC recommen-
dations, the response time may be defined as the time between
addition of the analyte to the sample solution and the time when a
limiting potential has been reached [33].

In this study, the response time of the electrode was mea-
sured by varying the copper concentration over the range 1×10−8

to 1×10−3 mol L−1. The electrode reaches equilibrium in about
5–10 s. As shown in Fig. 3, the response time increased to
15 s when the concentration was lowered to 1×10−8 mol L−1,
where the error bars indicate the standard deviation obtained
from three independent determinations. This apparently short
response time is due to fast exchange kinetics of the metal–ligand
complexation–decomplexation at the surface of the paste at con-
centrations ≥1×10−6 mol L−1 [35].

Fig. 3. Dynamic responses of the Cu-CMCPE obtained by successive increase of
copper ion.
nta 76 (2008) 941–948 945

. C.R. (M) r2 LOD (M) tresp (s)

9.5×10−7 to 1.0×10−3 0.89 6.3×10−7 ≤36
8.5×10−7 to 1.0×10−3 0.98 5.3×10−7 ≤25
1.5×10−7 to 1.0×10−3 0.99 4.8×10−8 ≤15
2.9×10−7 to 1.0×10−3 0.98 1.4×10−7 ≤15
2.3×10−7 to 1.0×10−3 0.99 2.7×10−8 ≤8
8.9×10−7 to 1.0×10−3 0.98 2.1×10−7 ≤25
1.2×10−6 to 1.0×10−3 0.97 7.4×10−7 ≤43
8.2×10−7 to 1.0×10−3 0.98 1.4×10−7 ≤20
4.4×10−7 to 1.0×10−3 0.99 5.4×10−8 ≤12
9.0×10−7 to 1.0×10−3 0.97 2.3×10−7 ≤23
9.0×10−7 to 1.0×10−3 0.97 2.3×10−7 ≤20

, LOD: low of detection, r2: correlation coefficient, tresp: response time (s).

To evaluate the reversibility of the electrode [36], the poten-
tial measurements were performed in the sequence high-to-low
(from 1.0×10−3 to 1.0×10−4 M) sample concentrations. The results
showed that the response of the electrode was reversible; although
the time needed to reach equilibrium values (37 s) was longer than
that for low-to-high sample concentrations.

3.2. pH dependence

The influence of pH on the electrode potential of the Cu-CMCPE
was studied for 2.0×10−5 and 2.0×10−4 mol L−1 CuCl2 solutions.

−1
The acidity was adjusted by adding small volumes of (1 mol L )
HCl or NaOH to the test solutions and the variation in potential was
followed. The results, shown in Fig. 4, indicate that the variation in
potential due to pH change is considered acceptable in the pH range
2.3–5.4. However, there is a slight deviation at pH values lower than
2.3 which may be due to H+ interference. On the other hand, the
potential decreases gradually at pH values higher than 5.4. This drop
may be attributed to formation of free copper hydroxide in the test
solution.

3.3. Interference studies

Selectivity is an important characteristic of a sensor that delin-
eates the extent to which the device may be used in estimation
of the analyte ion in presence of other ions and the extent of util-
ity of any sensor in real sample measurement [36]. The selectivity
coefficients of the modified carbon paste electrode towards many
inorganic cations, carbohydrates and amino acids were evaluated
by the matched potential method [24] and the modified separate
solution method, MSSM [25,26]. The values of the selectivity coeffi-
cients are listed in Table 3. It is noteworthy that the results obtained

Fig. 4. Effect of pH of the test solution on the potential response of Cu-CMCPE.
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Table 3
Selectivity coefficients using MPM and MSSM for Cu-CMCPE

Interfering species, B KMPM KMSSM

Na+ 3.52×10−5 1.88×10−6

Fig. 5. Potential titration curves of 5.0 mL 1.0×10 M CuCl2 solution with
−2
K+ 4.18×10−5 1.18×10−6

NH4
+ 9.22×10−3 5.41×10−5

Li+ 3.96×10−5 2.13×10−7

Ag+ – 1.97×10−3

Ca2+ 3.13×10−3 4.43×10−6

Cd2+ 1.08×10−3 2.52×10−5

Zn2+ 2.19×10−4 8.42×10−7

Co2+ 3.12×10−3 3.32×10−5

Pb2+ 5.92×10−3 8.83×10−5

Ni2+ 1.52×10−5 2.07×10−6

Ba2+ 2.29×10−3 7.63×10−5

Mg2+ 7.52×10−5 5.09×10−7

Cr3+ 7.68×10−2 3.12×10−3

Al3+ 3.52×10−2 1.39×10−4

Ce3+ 1.12×10−2 2.54×10−5

Fructose No response 1.19×10−8

l-Histidine No response 6.39×10−6

l-Cysteine No response 2.21×10−6

Maltose No response 8.02×10−8

d-Galactose No response 1.51×10−8

l-Tyrosine No response 4.39×10−6

Glycine No response 6.39×10−8

from the two methods are different. The MSSM produced much bet-
ter values than those obtained by the MPM. This is in accordance
with expectations that the MSSM produces unbiased, thermody-
namic selectivity coefficients [25]. The values in Table 3 reflect a

very high selectivity of this electrode for copper cation over most
of the tested species. This result is in accordance with our findings
that this ligand has the highest uptake of Cu(II) over other metal
ions.

4. Analytical performance

In order to test the analytical applicability of the proposed
sensor, it has been applied for determination of copper ions in bio-
logical and environmental samples using the standard additions
method [37].

4.1. Titration of copper solution with a standard EDTA solution

The proposed electrode was successfully applied as an indicator
in titration of 5.0 mL Cu2+ (1.0×10−3 mol L−1) with a standard EDTA
solution (1.0×10−2 mol L−1). The resulting titration curve is shown
in Fig. 5. The amount of Cu2+ ions in solution could be accurately
determined with the electrode.

Table 4
Practical application of Cu-CMCPE

Sample M

Taken Found

Mineral water 1.00×10−7 (9.91±0.01)
1.00×10−6 (9.74±0.01)
1.00×10−5 (1.02±0.01)

Tap water 1.00×10−6 (9.71±0.08)
1.00×10−5 (1.02±0.01)

Well water 1.00×10−6 (1.01±0.03)
1.00×10−5 (9.72±0.06)

Urine 1.00×10−7 (1.02±0.01)
4.00×10−7 (3.93±0.01)
1.00×10−5 (1.01±0.01)
−3
1.0×10 M of EDTA and its first order derivative.

4.2. Recovery and determination of copper ions in urine

The basal 24-h urinary excretion should be measured as an aid
to the diagnosis of Wilson disease. Basal 24-h urinary excretion of
copper in WD is typically greater than 100 �g (1.6 �mol) in symp-
tomatic patients, but a finding greater than 40 �g (>0.6 �mol or
600 nmol) may indicate WD and requires further investigation (II)
[38]. Recovery experiments were conducted by spiking urine sam-
ples with appropriate amounts of copper(II), and determined by
this electrode. The results obtained using the standard addition
method are presented in Table 4. Recoveries and R.S.D. values range
between 98.3% and 102.0% of Cu(II), and 0.59 to 1.74, respectively.
Thus the sensor can be employed for quantification of Cu(II) in urine
samples.

4.3. Determination of copper ions in various water samples

In an analogous way, copper(II) was determined in tap water,
mineral water and well water using this electrode and the results,

X± S.E. R.S.D.%

×10−8 99.1 ± 0.028 0.74
×10−7 97.4 ± 0.055 0.88
×10−5 102.0 ± 0.014 0.95

×10−7 97.1 ± 0.031 1.14
×10−5 102.0 ± 0.075 0.96

×10−6 101.1 ± 0.042 0.48
×10−6 97.2 ± 0.035 1.06

×10−7 102.0 ± 0.030 1.74
×10−7 98.3 ± 0.028 0.59
×10−5 101.0 ± 0.034 0.75
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Table 5
Comparison of the proposed Cu-CMCPE with reported electrodes

Electrode type Concentration range (mol L−1) Low of detection (mol L−1) Slope (mV/decade) Response time (s) Refs.

1.3×10−7 to 1.0×10−2 6.3×10−8 31.2 8–12 [3]

6.6×10−8 to 6.0×10−4 4.0×10−8 43.1 3–4 [16]

8

7

2

1.0×10−7 to 1.0×10−2

3,4-Dihydro-4,4,6-trimethyl-2(1H)-pyrimidine thione 9.7×10−7 to 7×10−2

2.3×10−7 to 1.0×10−3

presented in Table 4, are reasonable as the recovery ranges are
97.4–102% and R.S.D. ranges are 0.48–1.74.
5. Comparison with other electrodes

The performance characteristics of the proposed electrode
and those of some reported carbon paste electrodes are pre-
sented in Table 5 for comparison. It is clear that its detection
limit is lower than found for the other electrodes and its work-
ing range is wider than the others except those of Refs. [3,17].
Overall evaluation indicates this electrode is more useful in such
applications.

6. Conclusions

In the field of silica-modified electrodes applied for elec-
troanalytical purposes, the aforementioned results have clearly
demonstrated the significant advantage in using derivatized
polysiloxane materials where this electrode is found to be an
efficient Cu2+ selective sensor and can be used for determina-
tion of this ion in the presence of considerable concentrations
of common interfering ions. Notably the low detection limit,
and the concentration range of the proposed sensor are
attractive properties to be the sensor of choice for this pur-
pose.
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1. Introduction

Caffeine is an alkaloid; a class of naturally occurring compounds
containing nitrogen and having the basic properties of an organic

amine. It belongs to a class of organic compounds called xanthines.
Other common members of this class include theophyline and theo-
bromine [1–14]. It is found naturally in foods such as coffee, tea,
cola nuts, yerbamate, guarana berries, and (in small amounts) cacao
beans. For the plant, caffeine acts as a natural pesticide since it par-
alyzes and kills some of the insects that attempt to feed on the plant
[15–18]. Caffeine ingestion causes many physiological effects such
as gastric acid secretion, diuresis and stimulation of the central ner-
vous and the cardiovascular systems. It is considered to be a risk
factor for cardiovascular diseases and may also cause depression
and hyperactivity [12,13].

The main and active ingredient of coffee is caffeine. Because of its
important role in determining the quality of coffee beverages, the
development of a sensitive, fast and cost-effective method for mon-
itoring caffeine is highly needed [13]. Normally, high performance
liquid chromatographic separation and UV-spectrophotometric
detection methods are applied to both regular decaffeinated green
and roasted coffee for caffeine content determination. Also, other
methods such as capillary electrophoresis, thin layer chromatog-
raphy and gas chromatography are used for separation of caffeine
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lectrode

hly sensitive electroanalytical method for the determination of caffeine
e modified carbon paste electrode is presented. The method is based on
ne peak current on addition of caffeine. Square-wave and cyclic voltam-
for the investigation. The 1,4-benzoquinone modified electrode exhibited
ducible peak current values for repetitive measurements; and showed a
with an increase in caffeine content. The result revealed two linear range
d 0.5 mmol L−1 and 0.5 mmol L−1 and 8.0 mmol L−1, with detection limits
−1, respectively. The method was then successfully applied to the deter-
coffee samples. The effects of pH, electrode composition, step potential,
ve frequency on the voltammetric responses were also investigated.

© 2008 Elsevier B.V. All rights reserved.

in the analysis of mixtures, combined with several other detection
methods such as mass spectroscopy and FTIR spectrophotometric
measurements [14,16,19,20]. However, very expensive instrumen-
tation, highly skilled technicians, complicated and time-consuming
procedures are required for such methods. Thus, the development
and application of new caffeine detection methods remain an active
area of investigation, in particular in food and clinical chemistry.
Chemically modified electrodes, with improved sensitivity and
selectivity, have also been used for the determination of caffeine
in beverages [21]. However, the sensitivity reported was relatively
low due to the high oxidation potential used for caffeine oxidation.

In this study, 1,4-benzoquinone chemically modified carbon
paste electrode is applied for the indirect voltammetric determi-
nation of caffeine in coffee with the aim of raising the selectivity
and sensitivity of the carbon paste electrode.

2. Experimental

2.1. Reagents and apparatus

Graphite powder and paraffin oil (Fluka, Switzerland), caffeine
(Evans, UK), NaH2PO4, Na2HPO4 and H3PO4 (Wagtech Interna-
tional Ltd., UK), and Sodium hydroxide (Lammark Chemicals Pvt.,
India) were used in the experiments. Caffeine stock solution was
prepared using deionised water. Working standard solutions of
lower concentrations were freshly prepared by using dilution
method. Electrochemical experiments were carried out in a con-
ventional three-electrode cell, and platinum wire was used as an
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feine, (d) 6 mM caffeine and (e) 8 mM caffeine at unmodified electrode.

tration range due to the background currents from the oxidation of
oxygen in water.

The electrochemical redox behaviour of 1,4-benzoquinone in
the absence of caffeine was also investigated. Cyclic voltammo-
grams recorded with 1,4-benzoquinone modified and unmodified
carbon paste electrodes in the absence of caffeine is shown in
Fig. 2. The unmodified electrode showed no current responses
in buffer solution, whereas 1,4-benzoquinone modified electrode
gave a well-defined and reversible redox peak (Fig. 2). The 1,4-
benzoquinone peak current was found to decrease when caffeine
was added to the solution. This enables the determination of caf-
feine by analysing the magnitude of the decrease in peak current at
a potential of 0.4 V, far away from the oxidation potential of oxygen.

3.1.2. Square-wave investigation
The square-wave voltammogram for 1,4-bezoquinone showed

a well-defined peak at about the same potential as observed in
the cyclic voltammograms, and in the presence of caffeine it dis-
played a distinct reduction of the peak current (Fig. 3). Further
M. Aklilu et al. / Tal

auxiliary electrode. All potentials are given versus Ag/AgCl
reference electrode. The working electrode used was a 1,4-
benzoquinone modified carbon paste electrode, and the surface
area of the electrode was 0.39 cm2. The experiment and process-
ing of data were made using a BAS 50 W electrochemical analyzer
(Bioanalytical System Inc., US) connected to a personal computer.

2.2. Procedure

2.2.1. Preparation of unmodified electrodes
Unmodified carbon paste electrodes were prepared by mixing

graphite powder with paraffin oil. The composition of the paste
was 75% (w/w) graphite powder and 25% (w/w) paraffin oil. The
mixture was homogenized by grinding for 20 min, and allowed to
rest for at least 24 h [22]. The homogenized paste was packed into
the tip of a plastic syringe (7 mm diameter, 3 mm deep). A copper
wire was inserted from the backside to provide electrical contact.
The surface was then smoothened with a smooth white paper while
a light manual pressure was applied to the syringe tip until a shiny
surface was emerged.

2.2.2. Preparation of 1,4-bezoquinone modified electrodes
(BQMCPE)

To the mixture of 0.2 g of 1,4-benzoquinone and 1.4 g of graphite
powder, 0.4 g of paraffin oil was added and thoroughly mortared
together for 20 min to form 1,4-benzoquinone modified carbon
paste. The paste was packed into the tip of the syringe by extruding
a small amount of paste from the tip of the previously prepared
electrode.

2.3. Application of the method to real samples

The coffee bean was milled and ground with an analytical
grinder. The ground bean was sieved with a mesh size of 500 �m.
One hundred milligrams of ground coffee was added into a 125 mL
Erlenmeyer flask fitted with a stopper then 25 mL of distilled water
was added to the flask and boiled for 1 h in a hot plate while
stirring. After allowing the residue to settle, the hot solution was
filtered. For removal of interferences liquid–liquid extraction using
dichloromethane was performed using separatory funnel. The
extraction was performed with 100 mL of dichloromethane three
times as described earlier [26]. The extracts were mixed and passed
through 0.25 g anhydrous Na2SO4 for drying. Dichloromethane was

removed to dryness in the hood. The residue was dissolved in 5 mL
hot supporting electrolyte buffer solution and transferred to a volu-
metric flask. Dissolving was repeated three times and diluted with
the buffer solution up to the mark. The concentration of caffeine
was determined using standard addition method.

3. Results and discussion

3.1. Voltammetric behaviour of caffeine at 1,4-benzoquinone
modified carbon paste electrode

3.1.1. Cyclic voltammetric investigation
Cyclic voltammogram for the redox behaviour of caffeine at the

unmodified carbon paste electrode at pH 6 is shown in Fig. 1. As can
be observed in Fig. 1, caffeine is an electroactive compound and
undergoes oxidation at around 1.45 V. In the absence of caffeine
no peak was observed. A further increase in peak current was also
observed when the concentration of caffeine was increased from
2 mmol L−1 to 8 mmol L−1.

However, the anodic determination of caffeine at relatively large
positive potential (>1.4 V versus SCE) is limited to a high concen-
Fig. 1. Cyclic voltammogram of (a) 0 mM caffeine, (b) 2 mM caffeine, (c) 4 mM caf-
Fig. 2. Cyclic voltammogram for the redox behaviour of 1,4-benzoquinone in the
absence of caffeine: (a) unmodified electrode and (b) 1,4-benzoquinone modified
electrode.
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increase in the concentration of caffeine resulted in a successive
decrease of 1,4-benzoquinone (BQ) redox peak current, as observed
in cyclic voltammetry. The decrease in peak current was found to
be directly related with the concentration of caffeine. Based on the
observation, the following expression was derived:

ip(BQ) = KBQcBQ, −�ip(BQ) = Kcacca

where cBQ is the initial concentration of 1,4-benzoquinone and cca

is the concentration of caffeine. The reason for the reduction of the
peak current with increase in caffeine concentration is not well-
known. A reasonable explanation could be given by investigating
the redox mechanism proposed in literature [23].

Presumably, two reasons may be considered to be responsible
for the observed decrease of the voltammetric peak current of 1,4-
benzoquinone in the presence of caffeine. The first reason could
be the formation of an electroactive complex at the surface of the
electrode (adsorption), which may result in the change of electro-
chemical parameters such as the electron transfer coefficient and
the surface reaction rate constant.
In order to verify whether there is a competitive surface adsorp-
tion as a possible explanation for the observed decrease in current
as a function of caffeine; concentration measurements were con-
ducted using 1,4-benzoquinone in solution at different caffeine
concentrations with unmodified carbon paste electrode. The result
showed that the peak current decreased in the same manner as
with the BQMCPE. From this, it is concluded that competitive sur-
face adsorption cannot be considered to be a significant factor for
the decrease of 1,4-benzoquinone peak current.

The second could be the formation of an electrochemical non-
active complex of 1,4-benzoquinone with caffeine. The results
obtained from UV–vis and IR measurements, however, gave no
evidence for any complex formation between caffeine and 1,4-
benzoquinone.

The exclusion of the two possible phenomena for the observed
peak current decrease may be considered as enough proof for the
absence of dipolar neutral state interaction between BQ and caf-
feine, and eventually raises the possibility of the involvement of
oxidised form of 1,4-benzoquinone in �-complex formation with
caffeine. If this may be the case, similar effect should be observed
in the presence of any nucleophilic compound instead of caffeine.

Fig. 3. Square-wave voltammogram for the redox behaviour of 1,4-benzoquinone
at different caffeine concentrations: (a) 0, (b) 0.01, (c) 0.05, (d) 0.2, (e) 0.5, (f) 2, (g)
4 and (h) 6 mM caffeine.
Fig. 4. Dependence of the peak current of 1,4-benzoquinone on pH for 2 mM caf-
feine.

Of course this is what was observed when the experiments were
conducted with p-nitroaniline. This may indicate complex forma-
tion between the oxidized form of BQ with caffeine. However,
for detailed description of the mechanism further investigations,
including in-situ spectroelectrochemical studies, are necessary.

3.2. Optimization of experimental conditions

3.2.1. Effect of pH of supporting electrolyte
Since the electrochemical reaction of 1,4-benzoquinone involves

protons, the effect of pH on the kinetics of the reduction of 1,4-
benzoquinone was investigated. The reduction generally becomes
more irreversible at higher pH values [3]. On the basis of this, it has
been proposed that the reduction pathway of 1,4-benzoquinone
is HeHe (proton–electron–proton–electron) at lower pH and eHeH
at higher pH. This important variable was studied for the redox
behaviour of 1,4-benzoquinone by square-wave voltammetry in the
pH range of 1–12. The pH of the solution was adjusted using NaOH
and HCl. Above pH 12 the electrode became very unstable, and the
peak current decreased significantly in repetitive measurements.
The dependence of the peak current and the peak potential of
1,4-benzoquinone on various pH ranges are shown in Figs. 4 and 5,
respectively. In the pH range 2 to 8, the peak current of 1,4-
benzoquinone increases linearly, with a slope (∂I/∂pH)c,T equal
to 8.72×10−6. Further, the current increases sharply, in the pH
range 9–12 with a slope (∂I/∂pH)c,T equal to 4.895×10−5. Since
current is proportional to the rate of the electrochemical reac-
tion, one could say that the rate of the electrochemical reaction of
1,4-benzoquinone increases with increasing pH. Furthermore, the
change in the slope of current versus pH implies that the mecha-
nism for the electrochemical reaction of 1,4-benzoquinone changes
at about pH 8.

For the reduction of 1,4-benzoquinone, the position of 1,4-
benzoquinone/hydroquinone peak potential is proportional to the
square of the hydrogen-ion concentration. This implies that the
electrode potential is sensitive to pH; a change of one unit of pH
in water solution changes the potential of the electrode by 0.059 V
[24]. The shift in the square-wave peak potential as a function of
pH was studied and linear dependence was observed, with the peak
potential of 1,4-benzoquinone shifting towards negative potential
as the pH increases. This indicates that hydrogen-ion takes part
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by measuring the peak currents of 1,4-benzoquinone for each cali-
bration standard.

Figs. 6 and 7 show calibration curves for the dependence of the
square-wave peak current of 1,4-benzoquinone on the concentra-
tion of caffeine. After repeated measurements two linear ranges
could be obtained; one from 0 mmol L−1 to 0.5 mmol L−1 with a
detection limit of 0.3 �mol L−1, and the second from 0.5 mmol L−1

to 8.0 mmol L−1 with detection limit equals to 5.1 �mol L−1.
Table 1 shows the comparison of linear range and detection

limit between 1,4-benzoquinone modified carbon paste electrode
(BQMCPE) and the other methods. The detection limit of BQMCPE
in the lower concentration range is much better than the Nefion
CMC method. Although the detection limit of the HPLC method is
comparable with the BQMCPE method, the less amount and the low
cost reagents necessary and also the simplicity of the experimen-
tal procedure makes the BQMCPE method advantageous over the
HPLC method.
Fig. 5. Dependence of the peak potential of 1,4-benzoquinone on pH for 2 mM caf-
feine.

in the electrode reaction. According to the literature [25], for a
reversible reaction EP = Ka− (0.059y/n)pH, where y is the number of
hydrogen-ions that take part in the electrode reaction and n is the
number of electrons. The two linear plots in Fig. 5 may be described
by the following expressions:

Ep(mV) = −66.1 pH+ 595; R = −0.9993 for pH 3 to pH 8

Ep(mV) = −25.3 pH+ 181; R = −0.9996 for pH 9 to pH 12

The linear fit of the dependence of the peak potential on pH
resulted in two slopes with values 66 mV and 25 mV per pH unit,
implying the number of protons involved in the redox process
changes from two to one as the pH increases (for n = 2). Electrode
process involving a weak acid or weak base have potential-pH
variations, which shows a change in slope at pH = pKa. From the
intersection of the linear parts of the plots, the pKa value of 1,4-
benzoquinone was calculated to be 10.0, which is in a very good
agreement with the literature value of 10.16 [25].

In our experiments, the reproducibility of the magnitude of the
peak current decreased for pH values above 6. The decrease became
even more pronounced as the pH was increased further. This may

be due to the irreversible reaction of 1,4-benzoquinone with alkali
[24]. Therefore, a constant pH of 6, where the peak current value
in repetitive measurements was reproducible with great certainty,
was used throughout the experiments.

The effect of square-wave frequency, square-wave pulse ampli-
tude, step potential and electrode composition were also studied.
The optimum values for these parameters are: frequency 25 Hz,
amplitude 30 mV, step potential 2 mV and electrode composition
of 10% (w/w) 1,4-benzoquinone.

3.3. Linear range and detection limit

The analytical utility of a given procedure derives validity
through obtaining well-defined dependence of (current) response
on concentration. The dependence of the voltammetric signal of
1,4-benzoquinone on the concentration of caffeine and the inherent
sensitivity of this method is illustrated by square-wave voltamme-
try for different concentration of caffeine based on the optimum
experimental conditions. The relationship between the square-
wave voltammetric peak current of 1,4-benzoquinone and caffeine
concentration was examined. A calibration curve was constructed
Fig. 6. Calibration curve for the effect of caffeine (concentration range 0.5–8 mM) on
the redox behaviour of 1,4-benzoquinone. Slope: −10.8±1.712 �A/mM; regression
coefficient: −0.9982.
Fig. 7. Calibration curve for the effect of caffeine (concentration range 0–0.5 mM) on
the redox behaviour of 1,4-benzoquinone. Slope: −77.8±0.11 �A/mM; regression
coefficient: −0.9997.



anta 7

[7] M.J. Martin, F. Pablos, A.G. Gonzalez, Food Chem. 66 (1999) 365.
746 M. Aklilu et al. / Tal

Table 1
Comparison between BQMCPE and other methodsa

Method Detection limit (�mol L−1) Linear range

BQMCPE 0.3 0–0.5 mmol L−1

(0–97 mg L−1)
5.1 0.5–8 mmol L−1

(97–1552 mg L−1)

HPLC method [3] 0.3 0–300 mg L−1

Nafion CME method [13] 2 0–100 mg L−1

Anodic stripping
voltammetrya

47.4 0–0.5 mg L−1

a Ref. [27].

3.4. Real sample analysis

To obtain the calibration curve, a series of standard solutions
of caffeine were used. The unknown sample solutions were
prepared using the same procedure as the standard solutions.
The peak current of the unknown sample solutions was within
the linear range covered by the standards. With that the validity
of the calibration was established and the quantity of caffeine

in the unknown samples were determined. The quantity of
caffeine obtained using this method were 3.73±0.02 mmol L−1

and 4.28±0.00 mmol L−1. The results are in good agreement
with the value 3.6±0.2 mmol L−1 and 4.1±0.2 mmol L−1,
obtained employing UV–vis spectroscopic method
[26].

4. Conclusion

In summary, in this paper the application of 1,4-benzoquinone
modified carbon paste electrode peak current reduction for the
indirect determination of caffeine content in coffee is demon-
strated. The method presented is fast, simple, sensitive and
cost-effective. Moreover, it does not require sophisticated equip-
ment and produces significantly less organic waste compared to
the HPLC technique. It can thus be concluded that the BQMCPE
method is comparable with well-established techniques for the
quantitative analysis of caffeine in coffee sample with regard to
sensitivity and expense of analysis. Thus, the method suggested
here may be applied for the determination of the caffeine in
coffee.

[

[
[
[
[

[

[

[
[
[
[
[
[

[
[

[
[

6 (2008) 742–746

5. Novelty statement

In this work a novel electroanalytical procedure, which showed
a better sensitivity than those reported in the literature using elec-
troanalytical technique, is presented. The method is based on the
investigation of suppression of the peak current of the modifier (1,4-
benzoquinone) due to the analyte (caffeine) in a modified carbon
paste electrode.
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Departamento de Qúımica Anaĺıtica, Nutrición y Bromatoloǵıa, Faculty of Chemistry, University of Salamanca, Plaza de la Merced s/n,

(o-d
450 n
as th
ectio
erved
prod

d wit
bpro
edium
l det

red in
d the
entra
E-37008 Salamanca, Spain

a r t i c l e i n f o

Article history:
Received 17 December 2007
Received in revised form 21 April 2008
Accepted 23 April 2008
Available online 8 May 2008

Keywords:
Bromate
Chlorite
Disinfection by-products
Water analysis
Flow injection analysis
Spectrophotometry
Dianisidine

a b s t r a c t

3-3′-Dimethoxybenzidine
compound that absorbs at
has been used previously
ozonised water, with a det
The only interference obs
the same ODA bromation
infection is later enhance
oxoanions generated as su
with bromine in acidic m
simultaneous or sequentia
other subproducts interfe
perature of the reaction an
sequentially within a conc
1. Introduction

As a result of the processes used to disinfect drinking water,
important inorganic oxyhalide disinfection by-products (DBPs)
have been reported. Chlorite (ClO2

−) and chlorate (ClO3
−) are

formed when chlorine dioxide (ClO2) is used as a disinfectant [1–3],
and the presence of chlorate in waters treated with hypochlorite
has also been described [4,5]. Additionally, the ozonation of water
containing bromide induces the formation of several by-products
[6], among which bromate is of paramount importance since it
has been shown to be a carcinogenic substance at concentrations
above 0.05 �g L−1 [7]. Accordingly, bromate has been considered
for regulation by the US Environmental protection Agency (EPA)
and European Directive 98/83/CEE, which establishes that the max-
imum contaminant level (MCL) of bromate in drinking water should
not exceed 10 �g L−1 [8,9].

The literature contains many references to methods for the
determination of bromate in drinking water. Among them, ion
chromatography with conductivity detection has been chosen as

∗ Corresponding author. Tel.: +34 923294483; fax: +34 923294483.
E-mail address: almendral@usal.es (M.J. Almendral-Parra).

0039-9140/$ – see front matter © 2008 Elsevier B.V. All rights reserved.
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ianisidine, ODA) is oxidised by Br2, among other oxidants, generating a
m, while the non-oxidised reagent absorbs in the UV region. This reaction

e basis of a continuous-flow method for the determination of bromate in
n limit lower than the maximum permitted for drinking water (10 �g L−1).
in the method was that due to the chlorite ion (ClO2

−), which generated
uct. Thus, in systems in which O3 is employed as a disinfectant and dis-
h ClO− and ClO2, there exists the possibility of finding BrO3

− and ClO2
−,

ducts. The kinetic behaviour of the reaction between bromate and chlorite
is different, allowing the proposal of a continuous-flow method for the

ermination of both subproducts in water purification systems. None of the
the reaction. Kinetic differentiation was achieved by combining the tem-
length of the coils, after which it was possible to determine both analytes
tion range of 6–160 �g L−1.

© 2008 Elsevier B.V. All rights reserved.

an official model by the EPA and ISO [10–15]. However, these
methods require long analysis times and the use of costly instru-

mentation, which in turn demands expensive upkeep, such that
they are not suited for routine on-site monitoring. To achieve this
aim, several methods employing flow injection (FI) techniques with
colorimetric and chemiluminescent detection have been reported
[16–20].

In preliminary studies a procedure for the on-line determina-
tion of bromate was reported. The method is based on the reaction
of bromate with o-dianisidine (ODA) [21] by flow techniques. The
chemical reaction is based on the formation of Br2 in the presence
of excess Br− and the bromation of ODA, generating a compound
that absorbs at 450 nm. The method, which is rapid and allows the
determination of the anion for concentrations of up to 6 �g L−1,
only shows interference by the chlorite ion (ClO2

−), which gener-
ates the same ODA bromation product, which absorbs at 450 nm.
In systems that employ O3 as disinfectant, followed by enhance-
ment with ClO−, and although usually with ClO2, there exists the
possibility of finding BrO3

− and ClO2
−; i.e., oxoanions generated as

by-products in the disinfection process. Here we report a procedure
for the simultaneous and sequential determination of both analytes
in drinking water. The method is based on the reaction described
above and employs kinetic differentiation processes.
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2. Experimental

2.1. Apparatus and materials

Minipuls HP4 (Gilson, France) peristaltic pumps with silicone or
vinyl pump tubes; L-100-1 PTFE rotary injection valve (Rheodine)
and two-way valves (Scharlau) were used. Detection was performed
with a UV-160 spectrophotometer (Shimadzu, Japan) fitted with a
30-�L flow-cell (Hellma, model 178.011, Germany) with an opti-
cal pathway of 1.0 cm. For kinetic studies in discontinuous mode, a
double beam Shimadzu UV-2101 spectrophotometer with CSP-260
cuvette holder with six cells thermostatted with a Peltier system,
controlled by a computer, were used. PTFE tubing of 0.5 mm inter-
nal diameter with standard tube fittings and connectors (Upchurch
Scientific, Inc.) was employed. A Crison 501 potentiometer and a
Digitherm 3000542 (Selecta) water bath were also used.

2.2. Reagents and solutions

All Chemicals used in this work were of analytical grade and
were prepared with ultra-high quality deionized water. Solu-
tions of o-dianisidine (Sigma–Aldrich) between 0.20×10−3 and
1.95×10−3 M prepared by weighing the reagent and dissolution
in distilled water. Solutions of potassium bromide, KBr (Carlo Erba)
between 5.0×10−3 and 3.9×10−2 M in distilled water. Solutions of
HNO3 (Prolabo) at concentrations in the 0–10 to 1.22 M range. Stan-
dard concentrated solutions of 1.0017 g L−1 of potassium bromate,
KBrO3 (Panreac) and of 0.4200 g L−1 of sodium chlorite, NaClO2
(Acros organics). Working standard solutions were prepared after
suitable dilutions of the stock solution with distilled water.

2.3. Flow systems
To study the chemical, geometric and hydrodynamic variables
affecting the ODA bromation reaction, the flow scheme shown in
Fig. 1 was designed. Channel C1 carries the reagent solution, R,
formed by o-dianisidine, ODA at a concentration of 1.95×10−3 M
in 1.22 M HNO3 medium and KBr in excess: 3.9×10−2. Channel
C2 transports the carrier, P - bidistilled water, into which a vol-
ume, Vi = 288 �L, of standard solution or sample containing BrO3

−

or ClO2
− at different concentrations is injected. The flow rates

of both solutions, FR = 0.124 mL min−1 and FP = 0.288 mL min−1, are
controlled by the peristaltic pump and the diameter of the silicone
tubes. Both solutions merge at a T junction, where they mix and
become diluted. Then, when BrO3

− or ClO2
− are injected, the reac-

tions with Br− to generate Br2 and the bromation of ODA begin.
The time and kinetics of the reaction are controlled, together with
total flow, FR + FP, with a reactor, R, of 200 cm length placed in a
bath thermostatted at 60 ◦C. The reaction product is monitored by
measuring absorbance at 450 nm.

For sequential determination, the flow scheme depicted in Fig. 2
was used. The set-up comprises two reactors—R1 = 200 cm and
R2 = 500 cm (reaction times of 68 and 154 s, respectively), ther-

Fig. 1. Flow scheme for continuous mode determination of BrO3
− by means of the

ODA bromation reaction. C1 and C2: channels, I: injection valve; Vi: injection volume:
288 �L; R: coiled reactor: 100 cm, temperature: 60 ◦C; D: spectrophotometric detec-
tor. [ODA]: 1.95×10−3 M; [KBr]: 3.9×10−2 M; [HNO3]: 1.22 M; FR = 0.124 mL min−1;
FP = 0.288 mL min−1.
ta 76 (2008) 892–898 893

Fig. 2. Flow scheme for sequential determination of BrO3
− and ClO2

− , under con-
tinuous flow by means of kinetic differentiation. C1 and C2: channels; I: injection
valve; Vi: injection volume: 288 �L; V1 and V2: two-way valves; R1: coiled reactor:
200 cm; R2: coiled reactor: 500 cm (sequential determination) or 700 cm (simulta-
neous determination): D: spectrophotometric detector. [ODA]: 1.95×10−3 M; [KBr]:
3.9×10−2 M; [HNO3]: 1.22 M; FR = 0.124 mL min−1; FP = 0.288 mL min−1, tempera-
ture: 60 ◦C.

mostatted at 60 ◦C. Two two-way valves were also used to allow
choice (by means of a turn) of the direction of flow: towards R1 or
towards R2. The chemical and hydrodynamic variables used were
those considered optimum in Fig. 1.

3. Results and discussion

3.1. Optimization of experimental conditions

3.1.1. Preliminary experiments
The ODA bromation reaction was not instantaneous. It initially

evolved positively with time, and as from 6 min (at room tem-
perature) absorbance at 450 nm began to decrease owing to the
decomposition of the bromated product. To optimise this reaction
for the determination of BrO3

− in flow regime with the system
proposed in Fig. 1, 288 �L of solutions containing the anion at
an elevated concentration in comparison with the normal values
found in water samples −3 mg L−1 was injected, and keeping a
concentration of 3.9×10−2 M KBr and 1.22 M HNO3 in channel
2, the concentration of ODA was modified between 0.20×10−3

and 1.95×10−3 M. The best results were obtained for concentra-
tions higher than 1.59×10−3 M, above which the signal remained
constant. The same way was used to deduce the optimum con-
centrations of KBr (maximum signal as from 20×10−3 M for the
same concentration of BrO3

−) and HNO3 (a constant signal between
0.60 and 1.22 M), together with the optimum length of the reac-
tor (100 cm) and thermostatting temperature: 60 ◦C. In preliminary
studies performed in discontinuous mode, the interference by chlo-
rite in this determination was checked. These studies involved the
preparation of solutions containing [ODA]: 1.95×10−3 M, [KBr]:
3.2×10−2 M, and [HNO3]: 1.22 M, and amounts of BrO3

− and ClO2
−

varying between 60 and 900 �g L−1, recording the kinetic develop-
ment at room temperature. Fig. 3 shows the kinetics for similar
amounts of both analytes. It was observed that in the presence of
KBr, in acid medium, ClO2

− generated the same ODA bromation
product as BrO3

−, absorbing at 450 nm.
From the kinetic curves it may be deduced that the kinetics of the

ClO2
−–Br− reaction is less rapid than that of BrO3

−–Br− and hence
the ODA bromation reaction is slower in the first case. Whereas
the bromation product in the case of BrO3

− began to decompose at
room temperature at around 500 s, in the case of ClO2

− in no case
was the decomposition of the bromation product observed up to
3500 s after the reaction had started. During this time, the maxi-
mum rate of product formation was reached again for most ClO2

−

concentrations, thereafter remaining stable until at least 3500 s.
As an example, Fig. 4 shows the kinetic development of the

solutions containing ClO2
− and BrO3

− for similar analyte concen-
trations. It may be seen that in all cases the solutions containing
BrO3

− initially evolve with time at a greater rate than those con-
taining ClO2

−, generating more bromated product and hence the
higher absorbance value at 450.
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Fig. 3. Influence of the oxoanion concentration in the ODA bromation reaction. Di
between 61 and 920 �g L−1 and ClO2

− (b) between 60 and 900 �g L−1. [ODA]: 1.95×
For intermediate times, the signal corresponding to the solution
of BrO3

− began to decrease owing to the decomposition of the bro-
mated product. As from a certain time, the signal generated in the
BrO3

− solutions reached even lower values than that generated by
the ClO2

− solutions.
It may also be observed that for each concentration studied there

was a reaction time in which both solutions afforded the same sig-
nal (cross-over point) or values very similar to the neigbourhood
of this point. These observations suggest that the interference of
ClO2

−, as regards its levels, will depend not only on its concentra-
tion but also on the time at which the measurement is made.

3.2. Behaviour of ClO2
− in continuous-flow mode in the

bromation reaction of ODA

3.2.1. Influence of reactor length and thermostatting time
The above results explain the kinetic differences between BrO3

−

and ClO2
− in the bromation reaction of ODA in acid medium at room

temperature. To explore the behaviour of ClO2
− in continuous-flow

mode in this reaction, the two main variables – reactor length and
thermostatting temperature – were studied. To accomplish this,

Fig. 4. The ODA bromation reaction. Kinetic development of solutions containing ClO
3.2×10−2 M; [HNO3]: 1.22 M, temperature, 22 ◦C.
ta 76 (2008) 892–898

nuous mode kinetic study at room temperature of solutions containing BrO3
− (a)

M; [KBr]: 3.2×10−2 M; [HNO3]: 1.22 M.
under the conditions described for the flow system a standard solu-
tion of ClO2

− at 300 �g L−1 was injected, modifying reactor length
from 100 to 900 cm, such that the reaction time varied between 39
and 268 s. For each reactor length considered, a study was made of
the thermostatting temperature from 23 to 65 ◦C.

The mean values of �A obtained upon triplicate injection of the
standard solution of ClO2

− at 300 �g L−1 under the different exper-
imental conditions are plotted against reaction time and reactor
length in Fig. 5. In that figure, it may be seen that the analytical sig-
nal clearly increases with the thermostatting temperature and with
the reactor length. For the same reaction time, the signal increases
with the increase in temperature.

Decomposition of the bromated product was only seen for
reaction times longer than 154 s (reactor length 500 cm) and a ther-
mostatting temperature of 65 ◦C.

Since there were clear differences between the behaviour of
BrO3

− and of ClO2
− in the ODA bromation reaction as a function

of the reaction time and the thermostatting temperature, the �A
values obtained for 300 �g L−1 of BrO3

− ad of ClO2
− under the same

experimental conditions were plotted (Fig. 6). In that figure, it may
be seen that in all cases BrO3

− generated a higher analytical signal,

2
− and BrO3

− grouped by similar concentrations. [ODA]: 1.95×10−3 M; [KBr]:
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Fig. 5. Study of interference of ClO2
− in the determination of BrO3

− in continuous-
flow mode by means of the ODA bromation reaction. Effect of reactor length and
of thermostatting temperature on the analytical signal generated by ClO2

− . [ODA]:
1.95×10−3 M; [KBr]: 3.9×10−2 M; [HNO3]: 1.22 M; FR = 0.124 mL min−1; Vi = 288 �L;
FP = 0.288 mL min−1; [ClO2

−]: 300 �g L−1.

its bromation reaction evolving kinetically at a greater rate than
that corresponding to ClO2

−.
For high temperatures (55 ◦C and 65 ◦C) the reaction generated

by BrO3
− afforded maximum compound formation for reaction

times of 96 and 39 s, respectively; at longer times, the compound
began to be destroyed. The reaction in the presence of ClO2

− at
only 65 ◦C reached maximum product generation for reaction
times of the order of 154 s, the product decomposing for longer
reaction times.

From this comparative kinetic study it is possible to obtain suf-
ficient information to study the effect of ClO2

− on the method of
BrO3

− determination in continuous-flow mode. This allows us to
propose continuous methods for the joint but non-specific determi-
nation of BrO3

− and ClO2
−, and even the individual determination

of these analytes, one in the presence of the other, by means of
kinetic differentiation.

− −
3.3. Interference of ClO2 in the determination of BrO3 in
continuous-flow mode

In the method set-up for the determination of BrO3
− in drink-

ing water using O3 as a disinfectant, a short 100-cm coiled reactor
thermostatted at 60 ◦C was used; this allowed analytical signals
to be obtained at 38 s after the start of the reaction. It was
decided to use a thermostatting temperature of 60 ◦C instead of
65 ◦C, where the analytical signal generated was slightly higher,
in order to avoid the formation of small bubbles of steam that
could have affected (that affected) the reproducibility of the
method.

As may be seen in Fig. 6, at high temperatures – in this case
at 65 ◦C – and for short reactions times the differences between
the analytical signals generated by BrO3

− and by ClO2
− in the ODA

bromation reaction were greater. Under these conditions, ClO2
−

interfered less in the determination of BrO3
−.

In the flow scheme depicted in Fig. 1, and under the condi-
tions considered to be optimum for the determination of BrO3

−

in continuous-flow mode (R = 100 cm; T = 60 ◦C), triplicate 288 �L
injections were made of BrO3

− solutions at concentrations of 10
ta 76 (2008) 892–898 895

Table 1
Interference of ClO2

− on the determination of BrO3
− in continuous-flow mode by

the ODA bromation reaction

ClO2
− (�g L−1) �A (450 nm)

BrO3
− , 10 �g L−1

– 0.0020
5.0 0.0021

10.0 0.0024
20.0 0.0029
50.0 0.0042

BrO3
− , 25 �g L−1

– 0.0051
5.0 0.0053

10.0 0.0055
20.0 0.0060
50.0 0.0075

R = 100 cm, T = 60 ◦C, Vi = 288 �L, [ODA]: 1.95×10−3 M, [KBr]: 3.9×10−2 M, [HNO3]:
1.22 M, FR = 0.124 mL min−1, FP = 0.288 mL min−1.

and 25 �g L−1 with and without ClO2
− in the range 5–50 �g L−1.

The results are shown in Table 1.
It may be seen that the presence of 5 �g L−1 of ClO2

− in the
10 �g L−1 and 25 �g L−1 solutions of BrO3

− generated fluctua-
tions in the absorbance value. These can be attributed to the
imprecision of the measuring method. However, when the concen-
tration of ClO2

− reached 10 �g L−1, the variations generated in the
absorbance value represent 72% for 25 �g L−1 of BrO3

− and 15% for
10 �g L−1 of BrO3

−. Accordingly, in continuous-flow mode ClO2
−

can be said to exert an interference in the determination of BrO3
−

by means of the ODA bromation reaction, under the high-sensitivity
conditions for BrO3

−, as from concentrations as low as 8–10 �g L−1.
The ODA bromation method for the determination of BrO3

−

in continuous-flow mode (Fig. 1) would only be useful in water
purification systems that use O3. If, apart from ozonation, ClO− and
ClO2 are used for supplementary disinfection, above 8–10 �g L−1

the ClO2
− will generate interference.

3.4. Simultaneous determination of BrO3
− and ClO2

− as
disinfection by-products

As mentioned, in systems that use O3 as a disinfectant and dis-
infection is enhanced with ClO2

−, and mainly ClO2, it is possible to
detect BrO3

− and ClO2
−, oxoanions generated as by-products in the

disinfection processes.
In the comparative kinetic study between BrO3

− and ClO2
− in
the ODA bromation reaction in acid medium (Fig. 6), it was observed
that at a high temperature (65 ◦C) and for reaction times of the
order of 211 s (R = 700 cm) the analytical signals generated by both
oxoanions were almost identical.

This kinetic observation allows us to propose a continuous-flow
method based on the aforementioned reaction in acid medium for
the joint but not differentiated determination of BrO3

− and ClO2
−.

This would provide a method for the simultaneous determination
of oxyhalides as disinfection by-products.

The crossing of the BrO3
− and ClO2

− kinetic curves at high tem-
peratures depends not only on the thermostatting temperature but
also on the concentration of oxoanion. To study the effect of BrO3

−

and ClO2
− concentrations on the cut-off time of the kinetic curves

(the time of reaction at which they generate the same analytical
signal), a study similar to that carried out for BrO3

− and ClO2
− at

concentrations of 300 �g L−1 was performed, but for equal concen-
trations of both analytes and with values of 180, 90 and 50 �g L−1.

The values of �A obtained upon triplicate injection of 288 �L of
the solutions of BrO3

− and ClO2
− are plotted against time in Fig. 7.

It may be seen that for a reaction time between 211 and 240 s
the analytical signals generated, regardless of whether the oxidant
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Fig. 6. ODA bromation reaction in continuous mode. Comparative analytical signals genera
lengths and different temperatures. [ODA]: 1.95×10−3 M; [KBr]: 3.9×10−2 M; [HNO3]: 1.

is BrO3
− or ClO2

−, are very similar, with differences of less than 3%.
Accordingly, a reaction time of 211 s was chosen, corresponding to
a reactor coil with a length of 700 cm.

To check the concentration range at reactions times of 211 s in
which the behaviour of BrO3

− and ClO2
− was similar, a study was

made of the variation in the analytical signal of both analytes as
a function of concentration up to a value of 336 �g L−1 under the
conditions described for the flow system shown in Fig. 2, but using a
reactor of 700 cm and thermostatting at 60 ◦C. The values obtained
fit straight lines, with equations of

�A = 6.31× 10−5 + 1.53× 10−4[BrO3
−]; R2 = 1. (1)

�A = −2.71× 10−4 + 1.51× 10−4[ClO2
−]; R2 = 0.998. (2)

It may be seen that up to a concentration of 340 �g L−1

both BrO3
− and ClO2

− generate identical analytical signals for
each concentration value. The slopes of the calibration lines
ted by the same concentration of ClO2
− and BrO3

− (300 �g L−1) for different reactor
22 M. FR = 0.124 mL min−1; Vi = 288 �L; FP = 0.288 mL min−1.

(1.53±0.08) and (1.51±0.02) do not differ for a confidence level of
95%.

To check that solutions containing both oxoanions at the same
time afforded the same calibration – i.e., that there was no chemi-
cal interaction between them – triplicate injections were made of
standard solutions containing concentrations of freshly prepared
oxoanion between 14 and 300 �g L−1.

The mean �A values obtained are shown in Table 2 and it may be
seen that the plot of �A at 450 nm against oxoanion concentration
in �g L−1 follows a straight line, with an equation of:

�A = (1± 1)× 10−4 + (1.53± 0.01)

×10−4[oxoanion], �g L−1; R2 = 0.999. (3)

The slope of the calibration line for the oxoanions does not differ
significantly from the slopes of the individual calibration lines for
a confidence level of 95%.
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Fig. 7. Simultaneous determination of ClO2
− and BrO3

− in continuous-flow mode
by means of the ODA bromation reaction. Effect of concentration of ClO2

− and
BrO3

− lower than 300 �g L−1 on the analytical signal. [ClO2
−] = [BrO3

−]: 180,
90 and 50 �g L−1. [ODA]: 1.95×10−3 M; [KBr]: 3.9×10−2 M; [HNO3]: 1.22 M.
FR = 0.124 mL min−1; Vi = 288 �L; FP = 0.288 mL min−1, T = 60 ◦C.

During the time elapsed between the preparation of the stan-
dard solution until the more diluted solutions were determined in
continuous-flow mode, no chemical reaction between BrO3

− and
ClO2

− was observed.
At 72 h, the same standard solutions, kept under refrigeration,

generating a calibration equation thus:
�A450 nm = (−0.003± 0.005)+ (1.2± 0.1)

×10−4[oxoanion], �g L−1; R2 = 0.992, (4)

indicating, for a confidence level of 95%, that at the end of this
time a chemical reaction between BrO3

− and ClO2
− does occur. The

standards were prepared fresh before each session.
The limit of detection calculated from the expression CL =

3Xmax
B /b, afforded a value of 9.8 �g L−1, taking into account the

slope of the calibration line (b) and the maximum fluctuation of the
baseline Xmax

B = 0.0005 (Xmax
B > SB: absolute standard deviation of

the baseline) [22].
The precision of the method was studied using n = 12 standard

solutions at an oxoanion concentration of 14 �g L−1 (6 �g L−1 of
BrO3

− and 8 �g L−1 of ClO2
−), injecting them into the flow system

(Vi = 288 �L) under the calibration conditions and obtaining a value
of SR = 8.5%. A similar study with a more concentrated solution –
75 �g L−1 of oxoanion, n = 12 (50 �g L−1 of BrO3

− and 25 �g L−1 of
ClO2

−) – afforded a value of SR = 6.2%. Under the optimum geometric
and hydrodynamic conditions it is possible to achieve a determina-
tion rate of 8 samples per hour.

Table 2
Simultaneous determination of ClO2

− and BrO3
− , as oxoanions, in continuous-flow

mode by means of the ODA bromation reaction

BrO3
− (�g L−1) ClO2

− (�g L−1) [Oxoanion] (�g L−1) �A (450 nm)

6 8 14 0.0022
15 10 25 0.0039
20 25 45 0.0067
25 25 50 0.0079
50 25 75 0.0118
50 50 100 0.0151

100 25 125 0.0194
75 100 175 0.0265

100 100 200 0.0314
100 200 300 0.0460

Effect of the concentration of the oxoanions on the value of �A at 450 nm. [ODA]:
1.95×10−3 M, [KBr]: 3.9×10−2 M, [HNO3]: 1.22 M; FR = 0.124 mL min−1; Vi = 288 �L;
FP = 0.288 mL min−1, R = 700 cm; T = 60 ◦C.

(

ta 76 (2008) 892–898 897

Table 3
Simultaneous determination of BrO3

− and ClO3
− in continuous-flow mode by means

of the ODA bromation reaction

[Oxoanion], added (�g L−1) [Oxoanion], founda (�g L−1)

10 11±3
22 19±3
35 36±2
40 38±2
50 52±2

Validation of the determination method. [ODA]: 1.95×10−3 M, [KBr]: 3.9×10−2 M,
[HNO3]: 1.22 M; FR = 0.124 mL min−1; Vi = 288 �L; FP = 0.288 mL min−1, R = 700 cm;
T = 60 ◦C.

a With 95% confidence limit. Average of three determinations.

With a view to checking the applicability of the method, 25 mL
of Aquabona® water was spiked with BrO3

− or ClO2
−, diluting up to

50 mL. The amounts of standard added ranged between 10 �g L−1

of oxoanion (5 �g L−1 of BrO3
− and 5 �g L−1 of ClO2

−) and 50 �g L−1

of oxoanion (25 �g L−1 of BrO3
− and 25 �g L−1 of ClO2

−).
Under the above optimum experimental conditions, and after

repeating the analytical calibrations with n = 6 standards between
8 and 60 �g L−1 of oxoanion, the spiked solutions were determined
following triplicate injection. The results are shown in Table 3. It
may be seen from the results obtained that the found values do not
differ significantly from those initially added for a confidence level
of 95%.

It should be noted that in systems that use ClO2 as a disin-
fectant BrO3

− is not normally found, in which case the method
would only be of use for the determination of ClO2

−. Current leg-
islation demands that this parameter be evaluated (Official State
Bulletin. no. 45, 21-02-2003, note (3) p. 7240) when ClO2 is used
as a disinfectant, although the parametric level has not been set.
The American EPA has established a value of 25 �g L−1 for this
parameter.

3.5. Sequential determination of BrO3
− and ClO2

− by kinetic
differentiation in continuous-flow mode

The different kinetic behaviour of the ODA bromation reaction
generated by BrO3

− and by ClO2
− suggests that it would be possi-

ble to determine both analytes in continuous-flow mode by means
of kinetic differentiation. The optimum temperature to achieve
this with the greatest sensitivity possible for both analytes is
60 ◦C.
A flow set-up similar to that shown in Fig. 2 was used, with the
difference that two reactors – R1 and R2, thermostatted at 60 ◦C –
were necessary. The chemical and hydrodynamic variables were
those considered optimum, choosing lengths for R1 and R2 that
would afford reaction times that generated sufficiently different
but sufficiently sensitive analytical signals for BrO3

− and ClO2
− to

be determined at values below the parametric levels: R1 = 200 cm
and R2 = 500 cm, corresponding to reaction times of 68 and 154 s,
respectively.

For practical application of the sequential method it was neces-
sary to use two two-way valves, which allowed the direction of flow
to be selected towards reactor R1 or reactor R2. For the analysis of
each sample, the injection of two volumes of 288 �L was required;
one flowing through reactor R1 (position 1 of the valves) and the
other through R2 (position 2 of the valves) (Fig. 2).

3.5.1. Influence of the concentration of BrO3
− and ClO2

− using
each of the reactors
A) R1 = 200 cm.

Under the above chemical and hydrodynamic conditions,
288 �L of standards of BrO3

− and ClO2
− were injected sep-
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arately at concentrations ranging from 6 to 160 �g L−1. The
mean �A values observed upon injecting each solution in trip-
licate, plotted against the concentration of each of the analytes,
afforded straight lines with equations of:

BrO3
− : �A = (8± 16)× 10−5 + (2.07± 0.02)

×10−4[BrO3
−], �g L−1; R2 = 0.999. (5)

ClO2
− : �A = (7± 8)× 10−5 + (9.3± 0.1)

×10−5[ClO2
−], �g L−1; R2 = 0.999. (6)

(B) R1 = 500 cm.

Under the same chemical and hydrodynamic conditions, and for
the same concentration range, the analytical calibrations for BrO3

−

and ClO2
− were obtained using the longer reactor R2 (500 cm).

The mean �A values obtained upon injecting each standard solu-
tion in triplicate also provided straight lines, with equations
of:

BrO3
− : �A = (−6± 8)× 10−5 + (1.78± 0.01)

×10−4[BrO3
−], �g L−1; R2 = 1.0. (7)

ClO2
− : �A = (1± 1)× 10−4 + (1.4± 0.2)

×10−4[ClO2
−], �g L−1; R2 = 0.999. (8)

In light of the equations of the calibration straight lines obtained
for the 200-cm and 500-cm reactors, and taking into account that
the ordinates at the origin with their fluctuation encompass the
origin of the coordinates, the following set of equations is proposed
for solving problem samples containing BrO3

− and ClO2
−:

�A200 cm = 2.07× 10−4[BrO3
−]+ 0.93× 10−4[ClO2

−] (9)

�A500 cm = 1.78× 10−4[BrO3
−]+ 1.38× 10−4[ClO2

−], (10)
expressing the concentrations of BrO3
− and ClO2

− in �g L−1.
The precision of the method was determined using 12 standard

solutions containing [BrO3
−] = 10 �g L−1 and [ClO2

−] = 20 �g L−1.
These were injected into the flow system under the above experi-
mental conditions, obtaining standard deviations of 8.5% for BrO3

−

and 8.8% for ClO2
−. The determination rate was 5 samples per hour.

3.5.2. Validation of the method
Using Aquabon® mineral water as matrix, solutions spiked with

standards of BrO3
− and ClO2

− was prepared and the proposed
method was implemented after collecting the analytical signals
obtained with the 200-cm and 500-cm reactors and solving the
set of equations mathematically.

Table 4 shows the results obtained, expressing the values at a
confidence of 95% and taking into account the Sx value of the two
individual calibrations, for each reactor length, conforming each
of the equations and the fact that the values were obtained by
difference.

The values found do not differ from the amounts added for a
confidence level of 95%, although the imprecision of each value is
relatively high because the values were obtained by difference.

[

[

[

[
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Table 4
Sequential determination of BrO3

− and ClO3
− in continuous-flow mode by means

of the ODA bromation reaction

BrO3
− + ClO3

− (�g L−1)

Added Founda

10 + 20 8 ± 5 17 ± 6
25 + 25 26 ± 5 21 ± 5
25 + 40 23 ± 5 40 ± 4
40 + 25 43 ± 4 28 ± 5
40 + 40 38 ± 4 42 ± 4
50 + 50 54 ± 4 47 ± 4

Validation of method. [ODA]: 1.95×10−3 M, [KBr]: 3.9×10−2 M, [HNO3]: 1.22;
Vi = 288 �L; T = 60 ◦C; R = 200 cm×500 cm.

a With 95% confidence limit. Average of three determinations.

4. Conclusions

The proposed method is efficient for the simultaneous and
sequential determination of BrO3

− and ClO2
−, generated as by-

products of disinfection in systems in which O3 is used as a
disinfectant and the disinfection is then enhanced with ClO− and
ClO2. The behaviour of the ODA bromation reaction, which for both
analytes differs with time and temperature, allows a flow scheme
to be proposed that will enable the kinetic differentiation of both.
The method can be readily adapted for routine use and does not
require preconcentration steps or the elimination of interferences.

References

[1] G. Gordon, R. Keiffer, D.H. Rosenblatt, Progress in Inorganic Chemistry, Wiley-
Interscience, New York, 1972.

[2] E.M. Aieta, J.D. Berg, J. Am. Water Works Assoc. 78 (1986) 62–72.
[3] H.P. Wagner, B.V. Pepich, D.P. Hautman, D.J. Munich, J. Chromatogr. A 850 (1999)

119–129.
[4] M. Bolyard, P.S. Fair, D.P. Hautman, Environ. Sci. Technol. 26 (1992) 1663–1667.
[5] G. Gordon, L. Adam, B. Bubnis, Report of the American Water Works Association

Research Foundation, Denver, CO, 1995.
[6] Y. Kurokawa, A. Maekawa, M. Takahashi, Y. Hayashi, Environ. Health Perspect
[8] Council Directive 98/83/EC (November 3rd 1998), Official Journal of the Euro-
pean Communities Legislation, p. 32, 1998.

[9] U.S. Environmental Protection Agency; Nacional Primary Drinking Water Reg-
ulations: Desinfectants and Desinfection Byproducts; Final Rule, Fed. Reg., 63,
No. 241: 69390, 1998.

[10] V. Ingrand, J.L. Guinamant, A. Bruchet, C. Brosse, Th.H.M. Noij, A. Brandt, F.
Sacher, C. McLeod, A.R. Elwaer, J.P. Croué, Ph. Quevauviller, Trends Anal. Chem.
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1. Introduction
Trihalomethanes (THMs), including chloroform, bro-
odichloromethane, dibromochloromethane and bromoform,

re one of two major groups of organic disinfection by-products
DBPs) identified in chlorinated water in the 1970s [1]. Because
f their carcinogenic risks, THMs were first regulated by the US
nvironmental Protection Agency (EPA) under the THM regula-
ion in 1979 with a maximum contaminant level at 100 �g l−1,
hich was lowered to 80 �g l−1 in 1998 [2,3]. Public pools are
sually disinfected by gaseous chlorine or sodium hypochlorite
nd cartridge filters in the United States and Europe [4,5]. These
ethods produce a variety of DBPs such as THMs, as reported

ince 1980 [6]. Human exposure studies have shown that THMs
an be found in the blood, plasma and exhaled breath [7–9] and
rine [10] of swimmers and even of non-swimmers within an

ndoor pool setting. Inhalation and dermal exposure are likely to
e important routes of human exposure to THMs in swimming
ools, with ingestion from accidental swallowing of water being a
inor route.
Volatile halogenated compounds are usually extracted from air

nto sorbent columns, and after carrying out a solvent or thermal

∗ Corresponding author. Tel.: +34 957 218 614; fax: +34 957 218 614.
E-mail address: qa1gafem@uco.es (M. Gallego).

039-9140/$ – see front matter © 2008 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2008.04.044
rdoba, Spain

has been developed for the determination of trihalomethanes (THMs) in
in sorbent tubes and thermal desorption (TD) of the compounds, followed
ass spectrometry (MS) analysis. Three commercial sorbent materials were
n efficiency and breakthrough volume, finding Chromosorb 102 to be the

r air sampling. The method allows us to reach detection limits of 0.03 ng
r ranges from 0.1 to 2000 ng and specific uncertainties of ca. 5.0±0.2 ng for
ted to reduce water retention (from the humid air of an indoor swimming
a2SO4 being the one that provides optimum efficiency. The method was
dy in which several tubes with and without adsorbent were spiked with
S, recoveries ranging from 92% to 97% for all the compounds. Finally, the

s evaluated through the analysis of ambient air samples from an indoor
r samples from swimmers to assess their THM uptake. THMs were found
s for at least 1 month when stored at 4 ◦C.

© 2008 Elsevier B.V. All rights reserved.

desorption (TD) step, the target compounds are transferred into a
gas chromatograph (GC) [11]. Along with GC separation, electron
capture detection (ECD) and electron impact mass spectrometry
(MS) are the most frequent detectors used; recent integration of
other detectors has been reviewed [11,12]. Infrared spectroscopic

methods have also been proposed due to their simplicity and rapid-
ity in detecting gas samples containing volatile organic compounds
(VOCs) [13]. The performance of a short-path TD method for 77
VOCs using a dual sorbent system (Tenax GR and Carbosieve SIII)
provided excellent performance except for very low concentrations
or large samples of highly humid air [14]. Automated monitoring of
volatile halogenated compounds is currently an issue in ambient air
analysis; the combination of adsorbent traps with Peltier cooling
and with selective MS allowed good analyte recovery and rapid des-
orption without the need for post-desorption cryofocussing [15]. A
type of multi-walled carbon nanotubes (MWCNTs) has been eval-
uated as an adsorbent for trapping VOCs (chloroform included).
The breakthrough volume of chloroform (using gas injection into
a GC/FID) is two orders larger with MWCNTs than on Carbopack B
[16]. Novel trends in sample preparation have recently been sum-
marized for the determination of VOCs in air [17].

THM concentrations in the air of swimming pools have been
determined by collecting 10 l of air on activated carbon adsorbents,
desorption with 3-phenoxybenzylalcohol at 110 ◦C for 30 min in a
vial, and manual injection of the extract into a GC/ECD [18]. Air
and breath samples from people exposed to household water-use
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activities have been collected directly into canisters to determine
THMs by automated GC/MS using a modified version of US EPA
Method TO-14 [19]. Aggazzotti et al. have published several arti-
cles about the determination of THMs in water, blood and air as
indicators of exposure in indoor swimming pools. Ambient air and
breath samples were analyzed by direct injection of samples into
a gas chromatograph with ECD using a gas-tight syringe [7]. More
recently, air samples were collected in tedlar bags and breath on
glass tubes with two valves (at the end of expiration the valves were
closed) [9]. Both air samples were analyzed as described above [7].
Water interference is a special issue in order to avoid chromato-
graphic problems and detector damage. Several options to reduce
the amount of water that is brought into the GC system via the
sorbent materials are found in the literature [20]. Therefore, water
removal remains an important issue in the analysis of volatile halo-
genated compounds [11].

This paper describes the development and evaluation of a TD-
GC/MS method for the determination of THMs in the ambient air of
a swimming pool and in the alveolar air of people exposed (swim-
mers). In this sense multisorbent tubes (usually employed to date
for mixtures of VOCs) are not necessary and only tubes filled with
the best adsorbent for these compounds (low water retention, high
breakthrough volumes, no generation of artefacts, etc.) were used.
Furthermore, the present work is the first of its kind to include a
rigorous study of several salts packed into a tube placed in front
of the sorbent tube in order to eliminate the water present in the
ambient air of the indoor swimming pool. The inclusion of a drying
tube is mandatory, taking into account the high levels of humid-
ity in the swimming pool (60–80% relative humidity), as the water
can reach the chromatographic column as well as the mass spec-
trometer in addition to a decrease in the retention of analytes in
the sorbent material. On the other hand, the methods proposed
for the sampling of breath are neither robust nor reliable [7–9]; in
this method a Bio-VOC sampler for alveolar air was used. Finally,
a new recovery experiment was proposed using TD-GC/MS in all
instances, since it is normally carried out in the VOC literature by
comparing the analysis of a spiked tube by TD-GC/MS versus the
response obtained by direct injection of the same amount by GC/MS
[14,21].

2. Experimental

2.1. Chemicals and materials
Chloroform (CHCl3), bromodichloromethane (CHBrCl2), dibro-
mochloromethane (CHBr2Cl) and bromoform (CHBr3), all of them
with a purity ≥99%, were purchased from Sigma–Aldrich (Madrid,
Spain). Methanol, calcium chloride, potassium carbonate and
sodium sulphate were supplied by Panreac (Barcelona, Spain).
Three commercial sorbent materials, including two porous poly-
mers (Tenax TA and Chromosorb 102 with a surface area of 35
and 350 m2 g−1, respectively) and a graphitized carbon black (Car-
bopack B, surface area 100 m2 g−1), all of them with 60/80 mesh,
and unsilanized glass wool were supplied by Supelco (Madrid,
Spain).

2.2. Sorbent tubes

Stainless steel thermal desorption tubes (6 mm O.D.×90 mm
long, 5 mm I.D., Markes International Limited, Pontyclun, UK) were
used in this study. The tubes were cleaned in ultrasonic shaker
with methanol for 2 h and dried in an oven at 100 ◦C for 1 h. Clean
tubes were then packed with 200 mg of Tenax TA, Chromosorb 102
or Carbopack B and plugged at both ends with a sorbent retain-
76 (2008) 847–853

ing gauze. A TC-20 tube conditioning system (Markes International
Limited) was used to clean up to 20 tubes simultaneously. Accord-
ing to the commercial conditions recommended for each sorbent
material, tubes were conditioned at variable temperatures heat-
ing at 220, 250 and 300 ◦C for 120 min and then at 230, 300 and
400 ◦C for 30 min, for Chromosorb 102, Tenax TA and Carbopack B,
respectively; in all cases a flow rate of nitrogen (5.0 grade, Air Liq-
uid, Seville, Spain) at 100 ml min−1 was applied. After conditioning,
background chromatograms of the sorbent tubes were investigated
and these conditioning parameters were found to be effective for
cleaning the tubes. Moreover, in blank experiments, the tubes were
found to be stable for at least 30 days since no background levels
of the target compounds were found. Therefore, after conditioning,
the sorbent tubes were immediately capped with brass long-term
storage caps and stored in sealed glass jars at 4 ◦C for up to 1 month.

Calibration solutions containing the four THMs at concentra-
tions between 10 �g l−1 and 200 mg l−1 were prepared fortnightly
in methanol by serial dilution of the stock standard solutions of each
THM in methanol (1 mg ml−1), which were stored in amber glass
bottles at 4 ◦C. A calibration solution loading rig (CSLR) system was
used for the introduction of liquid calibration standards into the
sorbent tubes. The CSLR system consisted of an unheated injector
with a controlled carrier gas supply (nitrogen) and a sorbent tube
connection point. The sampling end of the sorbent tube was con-
nected to the CSLR system and the carrier gas flow rate was set at
90 ml min−1, which was swept via the injector through the sorbent
tube to vent. 10 �l aliquots of the calibration solutions were intro-
duced through the injector septum using a standard GC syringe. A
tube loading time of 10 min was used to ensure that methanol was
eliminated being the target analytes quantitatively retained. Then
the sorbent tubes containing known amounts of THMs (from 0.1 ng
to 2 �g) were analyzed immediately by TD-GC/MS.

2.3. Air samples

The study was carried out in an indoor swimming pool located
in the Rabanales University Campus in Córdoba (Spain). Ambient
air samples were taken in the sorbent tubes using a SKC Sidekick
pump (Markes International Limited), with a pump flow calibrated
by a rotameter at 200 ml min−1, passing through the tubes an air
stream during 15 min to obtain air volumes of 3 l. The relative stan-
dard deviation of the flow rate was less than 2%. The samples were
collected at a height of 50 cm at the edge of the pool, being the
tubes immediately capped after collection with the storage caps to

avoid losses. During each sampling session (1 h), three spot sam-
ples of ambient air were collected. To reduce/avoid the water (that
is brought into the GC system via the sorbent materials) reten-
tion at the sampling stage from the ambient air of the swimming
pool installation, a drying tube was placed in front of the sam-
pling tube. For this purpose, a glass tube (6 mm O.D.×90 mm long,
4 mm I.D., Markes International Limited) was filled with 400 mg of
Na2SO4, fixed with unsilanized glass wool plugs, and then capped
with the storage caps. The drying and the sorbent tubes were con-
nected by using specific stainless steel unions fitted with PTFE
ferrules (Markes International Limited) before the sampling stage.
To check that the pump flow does not undergo changes after sam-
pling due to the retention of water in the drying tube, the flow rate
passing through both tubes was again measured. No significant
difference between the flow rates before and after sampling was
obtained.

Alveolar air samples were kindly supplied by swimmers at the
indoor swimming pool. During the time in which the study was
carried out, all subjects consumed only mineral water, free from
THMs. These samples were collected approximately 5 min before
and after the bath activity in the sorbent tubes using Bio-VOC sam-
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plers (Markes International Limited) for exhaled air. Alveolar air
samples were collected in an area separated from the site of expo-
sure in order to avoid the risk of contamination. Subjects were
asked to breathe normally into the Bio-VOC sampler and only the
last 100 ml of the exhaled air, all from the alveolar portion of the
lungs, were left in the Bio-VOC sampler. Once the alveolar air was
collected, a screw-in plunger was used to steadily discharge the
air sample into the sorbent tube, which was immediately capped.
Therefore, the sampler collected a representative sample of end-
tidal air, without contamination or dilution due to breath from
the bronchial tubes or mouth, which was then completely trans-
ferred to a sorbent tube for its later thermal desorption and GC
analysis. Sorbent tubes containing ambient and alveolar air sam-

ples were transported to the laboratory in a portable freezer and
immediately analyzed or stored in sealed glass jars at 4 ◦C for up
to 1 month.

2.4. Analysis by TD-GC/MS

Determination of THMs in air was performed by using an Unity
thermal desorber (Markes International Limited) coupled with an
HP 6890 gas chromatograph (Agilent Technologies, Palo Alto, CA),
equipped with an HP 5973 mass selective detector. Thermal des-
orption of the sampling tubes was carried out for 10 min at 200 ◦C
for Chromosorb 102, at 250 ◦C for Tenax TA and at 300 ◦C for Car-
bopack B with a flow rate of 30 ml min−1 (primary desorption)
of ultra-pure helium (6.0 grade, Air Liquid); during this time, the
eluted THMs were swept from the tube to a preconcentration
cold trap (−10 ◦C), made of quartz (60 mm length, 2 mm I.D.) and
packed with 80 mg of Tenax TA. After the focusing step, the ana-
lytes were rapidly desorbed with a flow rate of 20 ml min−1 of
the carrier gas from the trap by heating to 300 ◦C (approximately
within 5 s, secondary desorption); the analytes were introduced
on-column through an uncoated/de-activated fused silica transfer

Fig. 1. Flow diagram representing t
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line (1 m length, 0.25 mm I.D.) that was part of the TD instru-
ment. The cold trap was maintained at 300 ◦C during 3 min and
then cooled down to −10 ◦C. The THMs were submitted to a
1:14 flow split ratio. The cold trap consisted of a Peltier device
which allowed the cooling and the rapid heating of the trap,
being refrigerated with a continuous stream of nitrogen (5.0 grade,
Air Liquid). The flow path temperature into the thermal desorp-
tion unit was 120 ◦C. Other instrumental parameters such as the
prepurge time and flow rate were 1 min and 20 ml min−1, respec-
tively. The separation of THMs was performed on a crosslinked
HP-5MS [(5%)-phenyl-(95%) methylpolysiloxane] capillary column
(60 m×0.25 mm I.D., 0.25 �m film thickness, J & W Scientific,
Cromlab, Barcelona, Spain). Mass spectra were obtained at 70 eV

in the electron impact ionization mode. The source and quadrupole
temperatures were maintained at 230 and 150 ◦C, respectively. Total
ion current chromatograms were acquired and processed using
G1701DA (rev. D.01.02) MSD Productivity ChemStation software
(Agilent Technologies).

A constant pressure of 23 psi was maintained into the GC col-
umn during the analysis and an helium flow rate of 1.5 ml min−1

was selected at the beginning of the GC run. The oven temperature
was kept at 40 ◦C during the first 4 min, then the temperature was
increased to 125 ◦C at 10 ◦C/min and finally late-eluting compounds
were removed by increasing the temperature to 200 ◦C at 25 ◦C/min,
for 2 min. The chromatographic run was complete in 17.5 min. Iden-
tification and quantification of THMs was performed in selected ion
monitoring (SIM) mode. From 3 to 8 min the mass spectrometer
was focused at m/z 83 (ion chosen for quantification of chloroform
and bromodichloromethane), and 85, 47 and 129 for identification
purposes; from 8 to 10 min at m/z 129 (for quantification of dibro-
mochloromethane), and at 127 and 208; from 10 to 17.5 min at m/z
173 (for quantification of bromoform), and at 171 and 175. All the
scans were performed in high-resolution mode and with a dwell
time of 100 ms. The analytical procedure followed in this work for

he whole analytical protocol.
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and a clean air stream of 3 l was passed through the tubes which
were individually analyzed afterwards. No carryover was found in
the second tube (THMs were undetected) and so an adsorption effi-
ciency close to 100% was obtained. In order to confirm that the data
obtained in the laboratory are representative of those obtained in
the field, two sorbent tubes connected in series were used to sam-
ple an air volume of 3 l from the indoor swimming pool. No THM
was found in the second tube, so the method was totally confirmed.

In addition, the stability of the compounds on the adsorbent
selected, Chromosorb 102, was studied. For this purpose, 21 sorbent
tubes were injected with 10 �l of a methanolic solution containing
25 ng of each THM by using the CSLR system, capped and stored
at 4 ◦C. Individual analysis of each tube was carried out at different
times. Three of them were analyzed immediately and the remaining
tubes were stored in sealed glass jars at 4 ◦C and analyzed after 1,
2, 4, 8, 15 and 30 days in triplicate. The results showed that no
significant changes in the chromatographic signals were obtained
for any THM after 1 month of storage.
850 J. Caro, M. Gallego / T

the determination of THMs in air samples is schematically depicted
in Fig. 1.

3. Results and discussion

3.1. Optimization of the TD parameters

In the literature, chloroform and occasionally other THMs were
normally determined in mixtures with other VOCs by using mul-
tisorbent tubes filled with Tenax TA and Carbopack B [22] or
Carbotrap, Carbopack X and Carboxen 569 [21], at desorption
parameters of 200 ◦C for 5 min and 300 ◦C for 10 min, respectively.
The sorbent materials used, as well as the thermal desorption
instrumental conditions, were those most appropriate for the deter-
mination of the group of VOCs as a whole. However, there is no
rigorous study on the specific determination of THMs employing
different individual adsorbents. Thus, the most adequate instru-
mental conditions for thermal desorption were studied for three
adsorbents, namely Chromosorb 102, Tenax TA and Carbopack B, in
order to select the lowest desorption temperatures and times that
would ensure complete THM desorption from the sorbent tubes,
avoiding carryover and overcoming excessive levels of artefacts.
Sorbent tubes were injected with 10 �l of a methanolic solution
containing 25 ng of each THM by using the CSLR system, and then
thermally desorbed and analyzed by GC/MS. The maximum desorp-
tion temperature permissible with the desorption unit was 400 ◦C.
The abundance signal increased for all THMs when the desorp-
tion temperature increased to 180 ◦C for Chromosorb 102, up to
230 ◦C for Tenax TA and up to 280 ◦C for Carbopack B, above which it
remained constant. The desorption time showed a similar influence
on THM recoveries for all materials selected for 10 min. The focusing
step of the analytes using the cold trap and secondary desorption
provided rapid injection and thus narrow bands. As can be expected
at lower temperatures, the THM recoveries increased,−10 ◦C being
selected (minimum temperature permissible for the cold trap with
the desorption unit used). Other instrumental parameters were
also studied and those that provided the highest sensitivity were
selected, all parameters being cited in Section 2.4. To evaluate the
good performance of THM desorption from sorbent tubes, several
samples containing 1 ng or 0.5 �g of each THM were prepared for
the three adsorbents, and analyzed. A subsequent re-analysis of the
already desorbed tube was carried out at the same instrumental
conditions and no remaining analytes were found.
3.2. Selection of the sorbent materials

An ideal sorbent for preconcentrating VOCs from an air matrix
needs to have four main properties, namely: infinite breakthrough
volume, complete desorption of the target compounds at moder-
ate temperatures, no generation of artefacts and no retention of
water vapour. No single available sorbent material meets all of
these criteria for a wide range of VOCs; thus there is a tendency
to use multiple adsorbents. A comprehensive review of this aspect
has been gone into extensively [20]. However, the use of multi-
sorbent tubes for preconcentrating only four compounds (THMs)
is not justified, and therefore in this experiment only tubes filled
with one sorbent material were used. Adsorption efficiency and the
breakthrough volume were evaluated for three adsorbents: Tenax
TA, Chromosorb 102 and Carbopack B. For this purpose, 0.5 �g of
each THM (10 �l solution) were injected directly into 6 tubes filled
with each sorbent material (200 mg). Volumes between 1 and 6 l
of uncontaminated ambient air (from the open air free of THMs
sampled outside the laboratory) were passed through the tubes
using the SKC Sidekick pump at a flow rate of 200 ml min−1. The
76 (2008) 847–853

experiment was made in triplicate at ambient conditions of 40±5%
relative humidity and at 24±1 ◦C. Fig. 2 shows, as an example, the
peak areas of chloroform for the three adsorbents at different air
volumes. Tenax TA and Chromosorb 102 had similar peak areas for
chloroform at low air volumes, being almost two times higher than
that obtained for Carbopack B (similar results were obtained for the
other THMs). On the other hand, the optimum air volume range was
different in each case; the breakthrough volumes (maximum air
volumes that can be sampled before a compound exits the trap) of
THMs on Chromosorb 102 were the highest of the three adsorbents
studied. Chloroform was the limiting compound since it tolerated
the lowest breakthrough volume of all THMs, being at its lowest
at 6 l for Chromosorb 102 while for Tenax TA and Carbopack B it
was only 3 and 2 l, respectively (see Fig. 2). The other THMs per-
mitted air volumes over 6 l using Chromosorb 102 or Tenax TA and
between 4 and 6 l for Carbopack B. The higher breakthrough volume
obtained for Chromosorb 102 can be ascribed to its large surface
area (350 m2 g−1). For practical purposes, a sampling time of 15 min
at a flow rate of 200 ml min−1 was used (air volume of 3 l), and
therefore it was Chromosorb 102 (the only adsorbent that ensured
a safe sampling volume) that was selected as the best adsorbent
for THMs. Determination of adsorption efficiency for Chromosorb
102 was assessed by combining two sorbent tubes in series. A liq-
uid mixture of THMs was injected (10 �l, 0.5 �g) into the first tube
Fig. 2. Influence of the air volume on the adsorption efficiency for chloroform
(0.5 �g/tube) using different sorbent tubes.
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THM, at amounts ranging between 0.1 ng and 2 �g using 13 points
per triplicate (n = 39), was constructed by plotting the analyte peak
area against the amount of analyte; good regression coefficients
(r≥0.995) were obtained in all instances. Table 1 lists the limit of
detection (LOD, expressed as three times the regression standard
deviation divided by the slope of the calibration graph), the limit of
quantification (LOQ) and the linear range of the proposed method
for each THM. As can be seen, a wide linear range is needed due to
the great differences of concentration that are found between ambi-
ent air (3 l) and alveolar air (100 ml) samples. Therefore, a linear
J. Caro, M. Gallego / T

3.3. Selection of the drying tube

Due to the high relative humidity found in the atmosphere of
the indoor swimming pool (60–80%), water interference was a spe-
cial issue in order to avoid chromatographic problems and detector
damage. In addition, the adsorbents can retain water at the sam-
pling stage, decreasing the retention of the analytes. In spite of
the hydrophobicity of the sorbent materials used, all sorbents are
affected by water in high humidity atmospheres. Thus, McCaffrey et
al. [23] have pointed the significant water retention of hydrophobic
carbon based materials like Carbopack B used for the preconcentra-
tion of VOCs (THMS are not included) in air. Moreover, Helmig and
Vierling [24] have investigated the water trapping capacity of sev-
eral solid sorbents (Tenax, Carbotrap, Carbosieve, etc.) by collecting
temperature- and humidity-controlled air samples onto cartridges
and measuring gravimetrically the water gain to determine sorbent
water saturation points; possible alternatives for minimizing the
amount of water trapped are: decreasing the amount of sorbent,
moderate heating of the sorbent tube during sampling, etc. Several
authors have proposed the use of a water-sorbing polymer (nafion)
or a tube with hygroscopic salts in front of the sampling tube to
eliminate the water [12,20]. The third option was based on dry
purge stages in order to remove water from the sorbent tube; how-
ever, loss of VOCs could occur in this way [12]. In the present work
we select a drying tube packed with a hygroscopic salt to reduce
water retention at the sampling stage. Several salts have been pro-
posed in the literature, such as MgCO3, Mg(ClO4)2 and K2CO3, but
no systematic study has been carried out with them; furthermore
the salt selected, Mg(ClO4)2, can be used only once [25]. From the
foregoing it follows that a rigorous study of the behaviour of sev-
eral salts was mandatory. For this purpose, a glass tube was filled
with 400 mg of each salt (Na2SO4, CaCl2 or K2CO3) and connected in
series with the sorbent tube. As can be expected, the drying tubes
were more effective with increasing the amount of salt; 400 mg was
finally selected since above this value the pump flow rate changes
due to the increase of the impedance in the flow path. The experi-
ment was carried out as follows: both tubes were connected to the
SKC Sidekick pump, which operated at a flow rate of 200 ml min−1,
and a humid air stream from the swimming pool installation was
passed through the tubes (74% relative humidity). The process was
checked visually while the salt absorbed the water, controlling the
pumping time and thus the air volume that passed through the
tubes. The drying tube has a salt bed from 4 to 6 cm long depend-
ing on the salt, and is labeled on its surface in cm. Thus the water can

be observed advancing the whole way down the tube as the humid
air stream passes through it. In these conditions there is a parallel
relationship between the length of the salt bed that is liquated and
the percentage of water absorbed. Therefore, when the percentage
of liquated salt bed reaches 50%, half of the tube is liquated and
the other half tube remains dry, so the drying tube can be reused.
As can be seen in Fig. 3, Na2SO4 salt proved to be the most effec-
tive, since it was the most resistant to the humid air stream path. In
fact, only 25% of the salt bed was liquated after the passing of 6 l of
humid air. K2CO3 as well as CaCl2 tubes were completely liquated at
air volumes lower than Na2SO4. Otherwise, the retention of THMs
on the salts assayed was negligible (less than 2%) and no artefacts
were found. Finally, for an air sample volume of 3 l, the drying tube
packed with Na2SO4 could be reused at least six times before being
dried at room temperature with a stream of nitrogen.

As well as being necessary to avoid the damage of the instru-
mentation, water elimination is mandatory due to the retention of
the analytes in the adsorbent decreases, which was confirmed by
collecting humid ambient air samples in the sorbent tubes with
and without drying tube and analyzing them. When the water was
not removed, the competition for the sorption sites between ana-
Fig. 3. Effect of the humid air volume (74% relative humidity) on the liquation of
the drying tubes packed with different salts.

lytes and water molecules on the sorbent material resulted in a
decrease of ca. 30% in the analytical signal for all THMs. In addition,
a prepurge step in the TD instrument to eliminate a large quan-
tity of water needs high flow rate, time and temperature, arising
important evaporative losses of THMs therefore these operation
conditions cannot be used in this study.

3.4. Validation of the method

The analytical methodology proposed was validated extensively.
For this purpose, liquid calibration standards containing all THMs
at different concentrations in methanol were injected into the sor-
bent tubes filled with 200 mg of Chromosorb 102 by using the CSLR
system, as explained in Section 2.2. A calibration curve for each
range from 0.1 to 2000 ng is obtained for all analytes; the LODs are
very similar for all THMs, being approximately 0.03 ng (0.01 �g m−3

for an air sample volume of 3 l). Table 1 also summarizes the specific
uncertainty of each THM for the whole procedure. In order to calcu-
late it, 12 samples containing 5 ng of each THM were subjected to all
the process: preparation of the standards, injection into a sorbent
tube, storage at 4 ◦C for 2 days and analysis (by using the TD-GC/MS).
The specific uncertainty of a result is a symmetric interval around
the result (R±U) and is calculated from the standard deviation (S)
for a set of results: U = tS/

√
n (where U is the uncertainty, t is a sta-

tistical parameter and n is the number of measures). The specific

Table 1
Analytical figures of merit of the determination of THMs

Compound LOD (ng) LOQ (ng) Linear range (ng) Uncertaintya (ng)

Chloroform 0.02 0.07 0.1–2000 5.0 ± 0.2
Bromodichloromethane 0.02 0.07 0.1–2000 4.9 ± 0.2
Dibromochloromethane 0.03 0.10 0.1–2000 4.9 ± 0.3
Bromoform 0.03 0.10 0.1–2000 5.1 ± 0.3

a Uncertainty of the whole procedure expressed as R±U (n = 12, K = 2).
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Table 2
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uncertainty can be easily calculated from: U = KS, where K = 2 for a
probability imposed at the 95% confidence levels [26].

Otherwise, the methods described in the literature for the deter-
mination of VOCs in air carry out recovery studies in two ways,
namely: by comparing the responses obtained for each compound
by sampling spiked clean air with the responses obtained when
compounds were spiked directly on the sorbent material [27], or
by comparing the fraction of the mass recovered for each com-
pound from the adsorbent to that injected directly (by removing
the desorber system from the GC) [14,21]. The first one has the
shortcoming of needing a clean room with a laminar flow system
and the preparation of standards in a clean and homogeneous atmo-
sphere; the second one has the limitation of including the efficiency
of the desorption unit (for the amount found) and later eliminat-
ing it (for the amount added). Therefore, we have considered a new
validation method that is simple, and does not require either the
preparation of standards in clean and homogeneous air or the obvi-
ating of errors in the desorption step. Apparent recoveries were
calculated for each THM, comparing the response obtained by spik-
ing the analytes into a sorbent tube to that obtained injecting the
compounds directly into a tube without adsorbent, all tubes being
analyzed by TD-GC/MS. For this purpose, five sorbent tubes con-
taining 1 ng or 0.5 �g of each THM were prepared by using the CSLR
system (see Section 2.2). In parallel, 10 empty tubes were filled with
500 mg of unsilanized glass wool, instead of the sorbent material,
and prepared by directly injecting the THM calibration standards
(1 ng or 0.5 �g of each THM). THMs were not adsorbed on the unsi-
lanized glass wool, so the analyte recoveries were quantitatively
reliable enough to assign them a recovery of 100%. The analysis of
the tubes was made omitting the prepurge step in the TD unit to
avoid losses of the analytes, because they were only deposited in
the glass wool tubes; therefore, the carrier gas only passed through
the tubes to drive the content to the cold trap (primary desorp-
tion), in which the analytes were retained but not the methanol.
After the secondary desorption, the analytes were introduced into
the GC column, as explained in Section 2.4. The recoveries ranged
from 92% to 95% for the low amount level (1 ng) and from 94% to
97% for the high amount level (0.5 �g). These results indicate that
the sorbent air sampling system established in this study was well
suited for quantitative analysis of the target compounds, since the
degree of irreversible adsorption of THMs on the adsorbent used
was insignificant at the desorption temperature.

3.5. Analysis of air samples
In order to evaluate the performance of the analytical method in
field samples, the exposure to THMs in indoor swimming pools and
the THM uptake of swimmers were studied. Ambient air samples
from the swimming pool water installation and alveolar air samples
from 12 swimmers were collected simultaneously and analyzed by
the proposed TD-GC/MS. Ambient air samples (36) were collected
at 200 ml min−1 up to 3 l, through a drying tube filled with Na2SO4
in front of the sorbent tube, as described in Section 2.3. Three sam-
ples were collected during each sampling session and the mean
value was considered to be representative of the THM concentra-
tion in the session. The four THMs were present in all the ambient
air samples analyzed, CHCl3 being the one that reached the highest
values, while CHBr3 was only detected at unquantifiable concen-
trations. CHCl3 levels varied, according to the sampling sessions
(12), from 80 to 320 �g m−3, with a mean concentration in all ses-
sions of 210 �g m−3; CHBrCl2 levels ranged from 4 to 15 �g m−3,
with a mean value of 10 �g m−3; and CHBr2Cl levels varied from
0.25 to 1.85 �g m−3 (mean value, 1.05 �g m−3). The bromated THMs
appeared in ambient air samples at insignificant values, since the
surface water which supplied the pool contained a low concen-
Determination of THMs in alveolar air samples by TD-GC/MS

Subject Concentration found (�g m−3)a

CHCl3 CHBrCl2

Before the bath After the bath Before the bathb After the bath

Swimmer 1 2.5 ± 0.2 48 ± 5 n.d. 2.0 ± 0.2
Swimmer 2 3.1 ± 0.3 98 ± 8 n.d. 2.3 ± 0.2
Swimmer 3 4.9 ± 0.4 85 ± 8 n.d. 2.4 ± 0.2
Swimmer 4 2.6 ± 0.2 107 ± 11 n.d. 3.0 ± 0.3
Swimmer 5 4.0 ± 0.4 89 ± 8 n.d. 2.2 ± 0.2
Swimmer 6 2.2 ± 0.2 57 ± 5 n.d. 2.1 ± 0.2
Swimmer 7 5.6 ± 0.4 75 ± 7 n.d. 2.0 ± 0.2
Swimmer 8 2.6 ± 0.2 94 ± 9 n.d. 2.3 ± 0.2
Swimmer 9 2.1 ± 0.2 105 ± 10 n.d. 2.9 ± 0.2
Swimmer 10 5.9 ± 0.5 110 ± 11 n.d. 2.8 ± 0.3
Swimmer 11 2.0 ± 0.2 59 ± 6 n.d. 2.1 ± 0.2
Swimmer 12 3.5 ± 0.3 92 ± 8 n.d. 2.7 ± 0.2
Non-swimmer 1 5.1 ± 0.4 n.d.
Non-swimmer 2 3.8 ± 0.4 n.d.
Non-swimmer 3 2.4 ± 0.2 n.d.

a ± Standard deviation, n = 3.
b n.d., not detected.

tration of bromides [28]. Thus, in the above experiments on the
water in this swimming pool, we found average concentrations of
120 and 2.2 �g l−1 for CHCl3 and CHBrCl2, respectively, and CHBr2Cl
and CHBr3 remained undetected [29]. The ambient concentration
interval for all THMs is in agreement with other ambient air samples
from swimming pools [7,18].

Alveolar air samples from people exposed (swimmers) were
collected simultaneously to the ambient air sampling in order to
assess their THM uptake. Twelve swimmers who spent 1 h swim-
ming 2 days a week as well as nine non-swimmers participated
voluntarily in this study. Samples (100 ml of alveolar air) were col-
lected approximately 5 min before and after the bathing activities
as described in Section 2.3. Subjects were asked to breathe three
times into the sampler for each collection, in order to analyze the
samples in triplicate. As can be expected, only CHCl3 and CHBrCl2
were found in all the alveolar air samples, while CHBr2Cl and CHBr3
remained undetected. Table 2 shows the average concentrations for
both THMs; CHCl3 levels for the swimmers before bathing varied
between 2 and 6 �g m−3, while CHBrCl2 was not detected. Simi-
lar levels were found in the alveolar air of non-swimmers. These
CHCl3 concentrations found in alveolar air before exposure sug-
gest either that there was a recent exposure before participating in

the study associated with household water use activities (includ-
ing ingestion of beverages, showering, cooking, etc.) and indirect
exposure [19], or that these compounds have bioaccumulated over
time from repeated exposure to heavily chlorinated water [30]. A
high increase in CHCl3 levels from 50 to 110 �g m−3 was found
after swimming; CHBrCl2 was also found at values between 2
and 3 �g m−3, as shown in Table 2. These results agreed with the
high chlorinated THM concentrations found (mainly CHCl3) in the
ambient air at the indoor swimming pool and showed an elevated
exposure of swimmers to THMs, since their uptake was not only
due to inhalation but also to dermal absorption and occasionally
ingestion [29]. On the other hand, the average values for alveolar
air were taken from three sequential samples, providing high stan-
dard deviations (8–10%) since THM levels in alveolar air decrease
rapidly after the exposure ends.

4. Conclusions

A fast and straightforward TD-GC/MS method for the determi-
nation of THMs in ambient and alveolar air has been developed to
evaluate the exposure in indoor swimming pools and the uptake
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of swimmers. The method has several advantages when compared
to other alternatives, namely: for the first time, a rigorous study
was carried out that avoided the retention of water from the ambi-
ent air at a swimming pool (60–80% relative humidity) into the
sorbent tube, employing a drying tube; second, only one sorbent
material was packed into the sorbent tube, and Chromosorb 102
was found to be the adsorbent providing the best adsorption effi-
ciency and no breakthrough for any THM up to at least 6 l of air;
third, the method is more simple and sensitive (LODs 0.01 �g m−3,
recovery over 92%) than those described in the literature for air
samples which included any THM. So, by using multisorbent tubes,
the LODs for CHCl3 (included in mixtures of several VOCs) were
0.1 �g m−3 (93% recovery) [14], 0.01 ng/tube (47% recovery) [21]

and 0.2 �g m−3 (84% recovery) [22], but none of these methods had
been applied either to highly humid ambient air (normally only
lower than 30% relative humidity) or to personal exposure. Fur-
thermore, the methods developed to determine THMs in breath
do not use thermal desorption and the sampling methods are not
very reliable, as noted in Section 1 [7–9]. This study carried out on
swimmers has revealed the relationship between the THM concen-
trations found in ambient and alveolar air.
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1. Introduction
Electrocatalytic oxidation of glucose has potential medical
pplication in blood glucose sensing [1] and bio-fuel cells [2].
he development of glucose biosensors utilizing glucose oxidase
GOD) is an active research area [3]. A majority of glucose sensors,
specially those used in in-vivo application are based on the elec-
rochemical oxidation of hydrogen peroxide, which is formed in
he course of the enzyme-catalyzed oxidation of glucose by dis-
olved oxygen. Sensitivity, selectivity, stability and reproducibility
re major characteristics of amperometric glucose biosensor. On
he other hand, carbon nanotubes (CNTs) have been of great inter-
st since their discovery in 1991 [4]. CNTs modified electrodes have
een widely utilized in electrocatalytic and sensing applications
5–7]. These great interests are the consequence of some unique
roperties of CNTs: firstly, their length/diameter aspect ratio pro-
ides a high surface/volume ratio. Secondly, CNTs have a unique
bility to promote fast electron transfer for a wide range of elec-
roactive species.

Additionally, it has been reported that the physicochemical
roperties of CNTs could be tailored by doping CNTs with for-

∗ Corresponding authors. Tel.: +86 731 8821961; fax: +86 731 8821848.
E-mail address: chenjinhua@hnu.cn (J. Chen).

039-9140/$ – see front matter © 2008 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2008.04.023
ical Engineering,

now extremely attractive and important nanomaterials in bioanalytical
ue physicochemical properties. In this paper, the boron-doped carbon
in amperometric biosensors. It has been found that the electrocatalytic
glassy carbon (GC) electrode toward the oxidation of hydrogen perox-

f the un-doped CNTs modified electrode due to the large amount of edge
ocated at the defective sites induced by boron doping. Glucose oxidase
el enzyme and immobilized on the BCNTs modified glassy carbon elec-

oly(o-aminophenol) film. The performance of the sensor was investigated
t an optimum potential of +0.60 V and pH 7.0, the biosensor exhibits good
sitivity (171.2 nA mM−1), low detection limit (3.6 �M), short response time
terference ability and good stability. The apparent Michaelis–Menten con-
plicability to the whole blood analysis of the enzyme electrode was also

© 2008 Elsevier B.V. All rights reserved.

eign atoms (B or N atom) [8–11]. Boron- or nitrogen-doped
carbon nanotubes have their potential application in many fields,
such as nanosized photonic [12] and electronic devices [13,14],
superhard materials [15], electron field emitters [16] and even

sensitive chemical sensors [17–19]. On the other hand, doping
CNTs with foreign atoms would make large amount of defective
sites onto the nanotube surfaces [20–22]. This would produce
large amount of edge sites and oxygen-rich functional groups
located on the defective sites. As proved by several groups,
the edge sites and oxygen-rich groups presented on the carbon
nanotubes are indeed responsible for their good electrocatalytic
properties [23,24]. The higher proportion of edge sites may lead
to more facile electron transfer [25]. Nitrogen-doped carbon
nanotubes (NCNTs) have been successfully used on the direct
electrochemistry of hemoglobin and glucose oxidase, and the
obtained NCNT electrode showed excellent performances [20,26].
Our previous work has also demonstrated that the boron-doped
carbon nanotubes (BCNTs) are good candidates for the direct
electrochemistry of glucose oxidase [27]. However, to our best
knowledge, there are no amperometric biosensors based on the
BCNTs.

Here, based on the good electrocatalytic properties of BCNTs
shown in our previous paper [27], BCNTs were firstly employed
for fabricating amperometric enzyme biosensor and the benefits
of BCNTs in the amperometric biosensor were demonstrated. GOD
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3.1. Electrocatalytic properties of the BCNTs modified electrode
toward hydrogen peroxide

The electrochemical behavior of the GC/BCNTs, GC/CNTs and
bare GC electrodes in 1/15 M phosphate buffer solution (PBS, pH
7.0) with or without 1 mM H2O2 is shown in Fig. 1. From Fig. 1, it is
noted that the background current of the electrode increases after
the CNTs modification due to the high specific area of CNTs. Also, the
background current of the GC/BCNTs electrode in PBS is about two
times higher than that of the GC/CNTs electrode. This is ascribed
to the more defective sites of BCNTs introduced by B-doping [9].
After the addition of H2O2, no obvious change of the related cyclic
voltammogram can be observed at the bare GC electrode. How-
ever, the oxidation current of H2O2, which starts at around +0.42 V,
can be found obviously at both GC/CNTs and GC/BCNTs electrodes.
Also, the oxidation current of H2O2 at GC/BCNTs electrode is much
higher than that at the GC/CNTs electrode. This indicates that the
BCNTs modified electrode has higher electrocatalytic activity than
the un-doped CNTs modified electrode. This result is in accordant
with that observed in our previous work [27]. The main reason
may be that BCNTs have higher proportion of edge sites than the
764 X. Chen et al. / Tala

was selected as the model enzyme. Poly(o-aminophenol) (POAP)
film, as a typical non-conducting film and effective barrier to pro-
tect the electrode from fouling in hydrogen peroxide, glucose and
uric acid biosensors [28–31], was employed in this study to immo-
bilize GOD. The performance of the glucose biosensor based on the
glassy carbon (GC)/BCNTs/POAP-GOD electrode was investigated in
detail.

2. Experimental

2.1. Chemicals and apparatus

The un-doped CNTs with multi-walls and diameter of about
20–30 nm were obtained from Shenzhen Nanotech Port Company.
Before use, the un-doped CNTs were pretreated by sonicating CNTs
in a mixture of concentrated sulfuric acid–nitric acid (3:1, v/v)
for about 3 h, and then filtered and washed with double-distilled
water thoroughly. After that, the treated CNTs were dried in a
vacuum at 60 ◦C. The resulting black powder was sonicated in
double-distilled water for about 1 h to obtain CNT aqueous solu-
tion with a concentration of 0.5 mg mL−1. Glucose oxidase (E.C.
1.1.3.4, 300 U mg−1) was purchased from Amresco (USA), and used
without further purification. o-Aminophenol (o-AP) (99%), ascor-
bic acid (AA), uric acid (UA) and acetaminophen (AP) were used
as received (Chemical Reagent Co. of Shanghai, China). All other
chemicals were analytical grade. Double-distilled water was used
throughout.

All electrochemical experiments were carried out in a conven-
tional three-electrode cell controlled by CHI 660A Electrochemical
Work Station (Chenhua Instrument Co., Shanghai, China). A glassy
carbon electrode (GC, with diameter of 3 mm) was used as the
working electrode. A platinum foil was applied as the counter
electrode and a saturated calomel electrode (SCE) served as the
reference electrode. All potential values given below refer to SCE.
Amperometric measurements were carried out under stirred con-
dition and the response current was marked with the change
value between the steady-state current and background cur-
rent. All electrochemical experiments were performed at room
temperature.

2.2. Procedures

BCNTs were synthesized through a substitution reaction

between CNTs and B2O3 powder [27,32]. The detailed information
about the synthesis and pretreatment of BCNTs were described in
our previous paper [27]. Prior to the preparation of the modified
electrode, the GC electrode was polished with 1.0 and 0.3 �m alu-
mina slurries, washed with double-distilled water under sonication
to get a slippery and clean surface. Then, the bare GC electrode was
activated by potential cycling in 0.5 M H2SO4 from−0.15 V to +1.0 V
for 15 cycles. 5 �L of BCNTs (or CNTs) solution (0.5 mg mL−1) was
dropped onto the surface of the activated GC electrode, and dried
under infrared lamp. This is marked as the GC/BCNTs (or GC/CNTs)
electrode.

The immobilization of GOD on the GC/BCNTs electrode was
performed by co-electropolymerization of GOD and o-AP in 0.2 M
acetate buffer solution (pH 5.0) containing 2.5 mg mL−1 GOD and
5.0 mM o-AP monomer. The electrochemical co-polymerization of
POAP-GOD film was carried out by cyclic voltammetry in the poten-
tial range from 0.0 to 0.8 V at a scan rate of 50 mV s−1 for 15 cycles.
The resulting enzyme electrode (marked as GC/BCNTs/POAP-GOD
electrode) was thoroughly washed by double-distilled water and
stored in phosphate buffer solution (pH 7.0) at 4 ◦C for future
use.
6 (2008) 763–767

3. Results and discussion
Fig. 1. Cyclic voltammograms obtained at the bare GC (A), GC/CNTs (B) and
GC/BCNTs (C) electrodes in a 1/15 M phosphate buffer solution (pH 7.0) with (solid
line) and without (dashed line) 1.0 mM hydrogen peroxide. Scan rate, 50 mV s−1.
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solution. A semicircle with a small diameter along with a straight
line can be seen at the GC/BCNTs electrode (curve a). However,
a semicircle with much larger diameter can be observed at both
GC/BCNTs/POAP (curve b) and GC/BCNTs/POAP-GOD (curve c) elec-
trodes due to the formation of POAP film. On the other hand, the
diameter of the semicircle at the GC/BCNTs/POAP-GOD electrode is
much larger than that at the GC/BCNTs/POAP electrode. This implies
that the electron-transfer resistance of the electrode increases with
the entrapment of GOD in POAP film because GOD is the non-
conductive macromolecule. These results indicate that the GOD has
been immobilized on the GC/BCNTs electrode by electrochemical
co-polymerization of o-AP and GOD.

3.3. Effects of the pH value and the applied potential on the
response of the GC/BCNTs/POAP-GOD electrode

The effect of the pH value of the solution on the response of
the GC/BCNTs/POAP-GOD electrode (operated at +0.60 V) has been
investigated and the corresponding results are shown in Fig. 4.
From Fig. 4, the response current of the GC/BCNTs/POAP-GOD elec-
Fig. 2. Current responses to the addition of hydrogen peroxide in stirred 1/15 M
phosphate buffer solution (pH 7.0) at the bare GC (A), GC/CNTs (B) and GC/BCNTs (C)
electrodes. Inset plots are the calibration curves derived from the related i–t curves.
Applied potential: +0.60 V.
un-doped CNTs due to the much more defective sites of BCNTs intro-
duced by B-doping [9]. A large amount of oxygen-rich functional
groups were produced at the defective sites of BCNTs during the
chemical/electrochemical activation process [23]. The edge sites
and oxygen-rich groups presented on the BCNT surface could be
responsible for its good electrocatalytic behavior [23–25].

In order to further confirm the electrocatalytic behavior of the
BCNTs for the oxidation of H2O2, the response currents at an applied
potential of +0.60 V were obtained at the bare GC (A), GC/CNTs (B)
and GC/BCNTs (C) electrodes. It can be seen from Fig. 2 that the
response current at the bare GC electrode is much smaller than that
at the GC/CNTs and GC/BCNTs electrodes and the following order
can be observed: bare GC�GC/CNTs < GC/BCNTs. The calibration
curves between current response and H2O2 concentration for the
bare GC, GC/CNTs and GC/BCNTs electrodes are also obtained and
shown in the inset plots of Fig. 2(A)–(C), respectively. The char-
acteristics of these three electrodes for H2O2 detection are listed
in Table 1. For bare GC electrode, the linear relationship for H2O2
detection is up to 5 mM with a sensitivity of 1.24 nA mM−1 and a
(2008) 763–767 765

correlation coefficient (R) of 0.9995. The GC/CNTs electrode shows
a linear relationship up to 4 mM with a sensitivity of 0.75 �A mM−1

(R = 0.9974). However, it is surprising to find that the linear relation-
ship obtained from GC/BCNTs electrode is up to 4.0 mM with the
sensitivity of 1.93 �A mM−1 (R = 0.9996) which is 2.5 times higher
than that obtained from the GC/CNTs electrode. On the other hand,
the detection limit of the GC/BCNTs, GC/CNTs and bare GC elec-
trodes is 17, 112 and 287 �M (signal-to-noise = 3), respectively. The
detection limit obtained from the BCNTs electrode is much lower
than that obtained from the other two electrodes. This indicates
that the BCNTs modified electrode is more efficient for catalyzing
the oxidation of H2O2. These excellent performances make the pos-
sibility of utilizing BCNTs to improve the performance of the carbon
nanotube based glucose biosensors.

3.2. Electrochemical co-polymerization of o-AP and GOD on
BCNTs modified GC electrode

In order to improve the stability and the anti-interference
ability, the GOD was immobilized on the GC/BCNTs electrode
by electrochemical co-polymerization of GOD and o-AP. Fig. 3
shows the electrochemical impedance spectra of the GC/BCNTs,
GC/BCNTs/POAP and GC/BCNTs/POAP-GOD electrodes recorded
in equimolar 5.0 mM Fe(CN)6

3−/K4Fe(CN)6
4− + 0.1 M KCl aqueous
trode increases with the increase of the pH value and the maximum

Fig. 3. The Nyquist plots for the electrochemical impedance measurements at the
GC/BCNTs (a), GC/BCNTs/POAP (b) and GC/BCNTs/POAP-GOD (c) electrodes in 5 mM
Fe(CN)6

3−/4− + 0.1 M KCl aqueous solution. The applied potential, +0.22 V; ac ampli-
tude, 5 mV; frequency range, 0.1 Hz to 100 kHz.
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Table 1
Comparison of the performance of the different electrodes toward the oxidation of hydro

Electrodes Linear range up to (mM) Correlation coeffic

Bare GC 5 0.9995
GC/CNTs 4 0.9974
GC/BCNTs 4 0.9996

the biological activity of the immobilized enzyme. According to

Fig. 4. Effect of the pH value of the 1/15 M phosphate buffer solution on the response
current to 1 mM glucose at the GC/BCNTs/POAP-GOD electrode. The applied poten-
tial, +0.60 V.

response current is observed at pH 7.0. This is in agreement with
that reported in literatures [33,34]. Therefore, pH 7.0 was selected
in the glucose detection.

Fig. 5 shows the effect of the applied potential on the response
current of the GC/BCNTs/POAP-GOD electrode in 1/15 M PBS (pH
7.0) containing 1 mM glucose. It is noted that the response current
increases with the increase of the applied potential. This means
that the response of the enzyme electrode in this potential range
may be controlled by the electrochemical oxidation of hydrogen
peroxide [35]. However, it is well known that the response current
to the electroactive interferents also increases with the increase of
the applied potential. In order to obtain relatively large response
current, short response time and good anti-interference ability,
+0.60 V is selected as the applied potential for the amperometric
determination of glucose [33].

Fig. 5. Effect of the applied potential on the response current to 1 mM glucose at
the GC/BCNTs/POAP-GOD electrode in 1/15 M phosphate buffer solution (pH 7.0).
6 (2008) 763–767

gen peroxide

ient, R Sensitivity (mM−1) Detection limit (mM)

1.24 nA 0.287
0.75 �A 0.112
1.93 �A 0.017

3.4. Amperometric determination of glucose at the
GC/BCNTs/POAP-GOD electrode

The amperometric determination of glucose at the
GC/BCNTs/POAP-GOD electrode has been investigated and the
calibration curve of the response current of the GC/BCNTs/POAP-
GOD electrode to glucose concentration is shown in Fig. 6. The inset
plot shows the response current of the electrode to the successive
addition of 1 mM glucose. From Fig. 6, it can be observed that the
linear range is up to 8 mM with a correlation coefficient (R) of
0.9940 and then a plateau is reached gradually at higher glucose
concentration. The biosensor has a good detection limit of 3.6 �M
(signal-to-noise = 3), a high sensitivity of 2.43 �A mM−1 cm−2

(171.2 nA mM−1) and a short response time (within 6 s).
The apparent Michaelis–Menten constant Kapp

m is an indicator
of the enzyme-substrate reaction kinetics and used to evaluate
the Lineweaver–Burk form of the Michaelis–Menten equation, the
relationship between the response current and the glucose concen-
tration is obtained:

1
Iss
= 1

Imax
+ Kapp

m

Imax
Cglucose (1)

where Iss is the steady-state response current after the addition of
substrate, Imax is the maximum response current under saturated
substrate conditions and Cglucose is the bulk concentration of glu-
cose. The apparent Michaelis–Menten constant Kapp

m in the present
study is calculated to be 15.19 mM, lower than that reported in lit-
erature [34], which indicates that the enzyme immobilized on the
electrode keeps its bioactivity.

3.5. The anti-interference ability of the GC/BCNTs/POAP-GOD
electrode

Selectivity is one of the major characteristics of an amperomet-
ric glucose biosensor. The oxidizable compounds such as AA, UA
and AP are usually co-existed with glucose in real samples. The

Fig. 6. Calibration curve of the response current at the GC/BCNTs/POAP-GOD elec-
trode to glucose concentration in 1/15 M phosphate buffer solution (pH 7.0). Inset
plot shows the current response of the enzyme electrode to successive addition of
1 mM glucose. The applied potential, +0.60 V.
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Table 2
Glucose content in human blood samples

Sample number Provided by the local hospital (mM) Determ

1 5.66 5.92 ±
2 5.85 6.03 ±
3 6.10 6.19 ±
4 6.28 6.22 ±

interference of electroactive compounds (AA, UA and AP) to the
glucose response was examined in the presence of their physiolog-
ical normal level (0.1 mM AA, 0.5 mM UA and 0.1 mM AP) [33] with
a glucose concentration of 5.6 mM. The influence of AA, UA and
AP to the glucose response is little under the testing conditions.
The ratio of IG+I to IG is 1.05 for AA, 1.02 for UA and 1.06 for AP,
respectively. These mean that the GC/BCNTs/POAP-GOD electrode
has satisfactory anti-interference ability, which may result from the
good properties of the POAP film [28–31].

3.6. The long-term stability and real sample analysis

The storage stability of the GC/BCNTs/POAP-GOD electrode in
1/15 M PBS (pH 7.0) at 4 ◦C was evaluated. 8% loss of the response
signal of the GC/BCNTs/POAP-GOD electrode was observed after
first 7 days by every day use. However, 80% response current is still
retained after 20 days. This implies that the GC/BCNTs/POAP-GOD
electrode is considerably stable.

Human plasma samples were assayed to demonstrate the prac-
tical use of the GC/BCNTs/POAP-GOD electrode. Fresh plasma
samples were fist analyzed in the local hospital with ASCA AG-II
Chemistry System (Landmark, USA). The samples were then re-

assayed with the GC/BCNTs/POAP-GOD electrode. A plasma sample
(0.5 mL) was added into 5 mL PBS (pH 7.0), and the response was
obtained at +0.60 V. The contents of glucose in blood can then be
calculated from the calibration curve. The results, which are shown
in Table 2, are satisfactory and agree closely with those measured
by the biochemical analyzer in the hospital.

4. Conclusions

The glassy carbon electrode modified with B-doped carbon nan-
otubes shows high electrocatalytic activity for the oxidation of
H2O2 due to the large amount of edge sites and oxygen-rich groups
located at the defective sites induced by boron doping. A glucose
biosensor based on the GC/BCNTs/POAP-GOD electrode exhibits
the good characteristics for the glucose determination: such as
high sensitivity (171.2 nA mM−1), low detection limit (3.6 �M),
wide linear range (up to 8 mM), short response time (within 6 s),
satisfactory anti-interference ability and good stability. The appar-
ent Michaelis–Menten constant (Kapp

m ) of the immobilized GOD is
15.19 mM. These imply that the BCNTs have potential application
in constructing enzyme-based amperometric biosensors.
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1. Introduction

Monolayers prepared by direct adsorption of dendrimers onto
solid substrates have been proven to be highly stable and amenable
to functionalisation without loss of dendrimers into solution [1].
The large surface area of dendrimers allows various functional units
to be immobilised, which is important in applications such as sen-
sors. Biosensors based on enzymes have been built which exploit
the properties of dendrimers.

Dendrimer-encapsulated platinum nanoparticles have been
used for layer-by-layer (LbL) glucose biosensor development on
platinum electrodes [2] and on carbon nanotubes [3], and for a glu-
tamate biosensor on carbon nanotubes [4], without redox mediator.

Yoon and Kim [5] prepared layer-by-layer films with polyami-
doamine (PAMAM) dendrimer alternated with periodate oxidized
glucose oxidase, on a gold substrate, and detected glucose using
ferrocenemethanol in solution as diffusional electron-transfer
mediator. A similar method, with the same redox mediator, was
used by Yang et al. [6] but with gold nanoparticles in combina-

∗ Corresponding author. Tel.: +351 239835295; fax: +351 239835295.
E-mail address: brett@ci.uc.pt (C.M.A. Brett).

0039-9140/$ – see front matter © 2008 Elsevier B.V. All rights reserved.
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embranes have been produced by the layer-by-layer (LbL) technique, and
enzyme biosensors for glucose by modification with cobalt hexacyano-
mobilisation of glucose oxidase enzyme. Indium tin oxide (ITO) glass
up to three bilayers of polyamidoamine (PAMAM) dendrimers contain-

y(vinylsulfonate) (PVS). The gold nanoparticles were covered with cobalt
ed as a redox mediator, allowing the modified electrode to be used to detect
se enzymatic reaction, at 0.0 V vs. SCE. Enzyme was then immobilised by
yde. Several parameters for optimisation of the glucose biosensor were

ber of deposited bilayers, the enzyme immobilisation protocol and the
enzyme and of the protein that was crosslinked with PAMAM. The latter
idase with a friendly environment, in order to preserve its bioactivity. The
e bilayers, has high sensitivity and operational stability, with a detection
Michaelis–Menten constant of 0.20 mM. It showed good selectivity against
glucose measurements in natural samples.

© 2008 Elsevier B.V. All rights reserved.

tion with the covalently attached cross-linker cysteamine instead
of PAMAM. The main disadvantage of these methods is the addition

of a mediator to the reaction medium.

A new method for enzymatic immobilisation was recently
demonstrated by us, which uses a combination of LbL self-assembly,
redox mediator electrodeposition and cross-linking [7]. It was
shown how one can benefit from combining the biocatalytic
properties of the enzyme with the conductivity and electrocat-
alytic properties of gold nanoparticles. The strategy used consists
in applying a new concept in nanoarchitecture: electroactive
nanostructured membranes (ENM) with ITO-PVS/PAMAM-Au LbL
electrodes [8], where indium tin oxide (ITO) is the electrode
substrate and PVS is poly(vinylsulfonate), which alternates with
PAMAM-Au (PAMAM containing gold nanoparticles) in the bilayer
structure. A redox mediator (Me) is then electrodeposited around
the Au nanoparticles to form an ITO-PVS/PAMAM-Au@Me system.
The redox mediators used were Co, Fe, Ni and Cu hexacyanoferrates.
These hexacyanoferrate modified electrodes showed electrocat-
alytic activity towards hydrogen peroxide, demonstrating that this
new approach can be used in biosensors and nanodevices, where a
redox mediator is required.

The LbL assembly of oppositely charged species is a simple
and powerful method to provide a suitable nanoenvironment to
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retain the biomolecular activity. Methods to build ordered enzy-
matic monolayer or multilayers include Langmuir–Blodgett [9],
self-assembly [10], layer-by-layer electrostatic adsorption [6,11],
antigen–antibody interaction [12] and surfactant films [13].

The present paper concerns several new developments with
respect to the report in [7], focusing on optimising enzymatic
devices and further characterising the biosensor architectures
obtained with the LbL approach. Glucose oxidase (GOx) was the
enzyme of choice because the catalytic properties of this enzyme
are well known in the literature and because the determination of
glucose concentration is important in clinical, biological and chem-
ical samples, as well as in food processing and fermentation [14].
The preparation and characterisation of bilayer nanostructured
membranes, containing gold nanoparticles, is presented. Strate-
gies for covering the gold nanoparticles with the redox mediator
cobalt hexacyanoferrate (CoHCF), and methodologies for coating
by the enzyme-containing layer are investigated. Optimisation of
the biosensor construction involved testing different numbers of
bilayers and different ways of immobilising glucose oxidase. Sensor
performance and operational stability were evaluated.

2. Experimental

2.1. Reagents and buffers

Glucose oxidase (E.C. 1.1.3.4, from Aspergillus Niger, 24 U/mg)
was acquired from Fluka. �-d(+)-glucose, glutaraldehyde (GA) (25%,
v/v in water) and bovine serum albumin (BSA) were purchased from
Sigma. Potassium hexacyanoferrate (III) (K3Fe(CN)6) and cobalt
chloride (CoCl2·6H2O) were obtained from Merck. The supporting

electrolyte solution for electrochemical measurements was sodium
phosphate buffer saline (NaPBS) (0.1 M NaH2PO4/Na2HPO4 + 0.05 M
NaCl, pH 7.0), prepared with ultrapure water supplied by a Millipore
Milli-Q nanopure system (resistivity >18 M� cm). Experiments
were performed at room temperature, 25±1 ◦C. Polyamidoamine
(PAMAM) and poly(vinylsulfonate) (PVS) were purchased from
Aldrich, Germany.

2.2. Methods and instruments

Measurements were performed in a 15 mL, one-compartment
cell containing the ITO (indium tin oxide) modified electrode (geo-
metric area 1.0 cm2) as working electrode, a platinum auxiliary
electrode and a saturated calomel electrode (SCE) as reference.
Voltammetric and amperometric experiments were carried out
using a CV-50 W Voltammetric Analyser from Bioanalytical Sys-
tems, West Lafayette, IN, USA, controlled by BAS CV-2.1 software or
a �-Autolab Type II potentiostat/galvanostat running with GPES 4.9
software (Eco Chemie, Netherlands). Electrochemical impedance
measurements were carried out with a PC-controlled Solartron
1250 Frequency Response Analyser coupled to a Solartron 1286

Scheme 1. Cross-linking between PAMAM and
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electrochemical interface using ZPlot 2.4 software (Solartron Ana-
lytical, UK). A sinusoidal voltage perturbation of amplitude 10 mV
rms was applied in the frequency range between 65 kHz and 0.1 Hz
with a 10 frequency steps per decade. The pH measurements were
performed with a CRISON 2001 micro pH-meter.

Atomic force microscopy (AFM) images were obtained with
a MultimodeTM Atomic Force Microscope controlled by a Digital
Instruments Nanoscope E controller (Veeco Instruments, USA). The
cantilevers were silicon nitride NanoProbesTM V-shaped, 100 �m
long, and with a spring constant of 0.58 N m−1. All AFM images
were taken in the contact mode in air at room temperature. The
contrast and brightness of the images were adjusted.

2.3. Electrode preparation

The working electrode was prepared from an ITO-covered glass
electrode by electrostatic deposition of up to three bilayers of
(PVS/PAMAM-Au) as described in detail in [7,15]. Briefly, gold
metallic nanoparticles of diameter ∼3 nm stabilised by PAMAM
dendrimer molecules were synthesized in aqueous solution, which
was then used as cationic polyelectrolyte to build multilayers
containing nanoparticles together with poly(vinylsulfonate). The
sequential deposition was performed by immersing the ITO sub-
strate alternately into the PAMAM-Au and PVS solutions for
5 min; it was found by cyclic voltammetry and UV–vis spec-
troscopy that 5 min is sufficient for complete surface coverage
by PAMAM-Au.

Following this, cobalt hexacyanoferrate was electrochemically
deposited on the ITO-(PVS/PAMAM-Au)n (n = 1, 2 or 3) electrode
and finally glucose oxidase was immobilised using the cross-linking

method. Cobalt hexacyanoferrate was deposited, as described in
[16], by cycling the ITO-(PVS/PAMAM-Au)n electrode 30 times
between−0.2 and 0.9 V vs. SCE at a scan rate of 50 mV s−1 in a freshly
prepared solution containing 0.5 mmol L−1 CoCl2, 0.25 mmol L−1

K3Fe(CN)6 and 0.05 mol L−1 NaCl at pH 3.0 (pH adjusted with HCl).
Enzyme immobilisation was performed using the cross-linking

reaction with glutaraldehyde, depicted in Scheme 1. Two enzyme
immobilisation procedures were compared: dip-coating and drop-
coating. GOx immobilisation by dip-coating was performed using
a mixture of the enzyme with glutaraldehyde and bovine serum
albumin. In the optimised procedure, the mixture contained 100 �L
of GA (2.5%, v/v in water) and 240 �L of enzyme solution. The lat-
ter was prepared by dissolving 20 mg BSA and 50 mg GOx in 1 mL
of 0.1 M NaPBS (pH 7.0). Electrodes previously modified with the
mediator were immersed in the mixture for 2 h, and then allowed
to dry for another 2 h at room temperature. For drop-coating, 10 �L
of enzyme solution (GOx and BSA in the same proportion as used
above) were placed onto the electrodes modified with the media-
tor. After 1 h, 10 �L of GA (2.5%, v/v in water) were placed on top
of the electrodes and allowed to dry for 2 h. The biosensors were
first used on the day after preparation when the response was bet-

BSA/GOx system using glutaraldehyde.
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ter. When not in use, the electrodes were kept at 4 ◦C in phosphate
buffer electrolyte, pH 7.0.

3. Results and discussion

3.1. Preparation of an electroactive nanostructured membrane
(ENM) modified electrode: ITO-(PVS/PAMAM-Au)3@CoHCF

Using PAMAM dendrimers as matrix, metallic gold nanoparti-
cles of ∼3 nm diameter were deposited from an aqueous solution

Fig. 1. (a) 3D AFM topographical images of ITO and ITO-(PVS/PAMAM-Au)n (n
76 (2008) 922–928

onto an ITO substrate using the LbL technique, as described in Sec-
tion 2. In previous work, three bilayers of PVS/PAMAM-Au was
found to be the best configuration to prepare an ITO modified
electrode, since 3-bilayer PVS/PAMAM-Au LbL films were found to
possess high organisation and outstanding uniformity [8].

To verify the influence of PVS/PAMAM-Au multilayers on the
ITO surface morphology, a bare ITO and ITO-(PVS/PAMAM-Au)n

(n = 1, 2 or 3 bilayers) systems were examined by AFM, Fig. 1.
The images of ITO-(PVS/PAMAM-Au)n revealed a globular mor-
phology, analogous to other LbL films [17]. Profile and roughness

= 1, 2, and 3). (b) AFM topographical image of ITO-(PVS/PAMAM-Au)2.
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analysis, carried out on images of 10 �m×10 �m, revealed some
differences in morphological parameters with the number of bilay-
ers. The root mean square roughness, representing the standard
deviation of the distribution of surface heights [18], and typically
used to quantify variations in surface elevation, increases with the
number of bilayers. The values were ∼1.93 nm for ITO and ∼2.88,
∼3.31 and ∼4.35 nm for ITO-(PVS/PAMAM-Au)n with n = 1, 2 or 3
bilayers, respectively. Cross-section plots of surface morphology
(not shown) reveal a uniform particle distribution with maximum
height of ca. 6 nm for ITO, and ca. 9, 11 and 13 nm for the first, sec-
ond and third bilayer respectively. The difference in the maximum
height between the first bilayer and ITO corresponds to the diame-
ter of one gold nanoparticle (∼3 nm). The second and third bilayers
showed a uniform distribution of PAMAM nano-rings containing Au
nanoparticles inside their cavities, which can be seen in the AFM
2D image for the second bilayer in Fig. 1b.

The last step for ITO-(PVS/PAMAM-Au)3@CoHCF build-up was
to use the system ITO-(PVS/PAMAM-Au)3 as working electrode
to electrochemically modify the PAMAM-Au surface. We previ-
ously showed that ITO-(PVS/PAMAM-Au)3 structures are suitable
for biosensors and electrocatalysis owing to their low capaci-
tive and high Faradaic currents associated with low ohmic drop
[8]. Electrodeposition by potential cycling of cobalt hexacyano-
ferrate onto ITO-(PVS/PAMAM-Au)3 electrodes was carried out
according to the optimised conditions in previous work [7,16].
As shown in Fig. 2a, CoHCF was successfully deposited onto
ITO-(PVS/PAMAM-Au)3 electrodes by potential cycling, with the
cathodic and anodic peak currents increasing linearly with the
number of cycles. The deposited mediator was characterised by
cyclic voltammetry in 0.1 M NaPBS (pH 7.0) supporting electrolyte,
the anodic and cathodic peak currents being a linear function
of the square root of the scan rate, as shown in Fig. 2b. There-
fore, the electrochemical process is controlled by diffusion of the
counter ion.

In [8] and by comparing electrochemical impedance spectra
of different electrodeposited metal hexacyanoferrate mediators, it
was demonstrated that the charge-transfer at ITO-(PVS/PAMAM-
Au)3@Me electrodes is faster than at ITO-(PVS/PAMAM-Au)3, and
the charge-transfer resistance using CoHCF is lower than for other
hexacyanoferrates (e.g. CuHCF, FeHCF and NiHCF). In general terms,
the spectra collected after mediator deposition differ from those
of ITO-(PVS/PAMAM-Au)3 electrodes with the mediator in solu-
tion. The strategy used here to study diffusion and charge-transport
mechanisms was to analyse the impedance at high frequencies for

ITO-(PVS/PAMAM-Au)3 electrodes before and after immobilisation
of CoHCF redox mediator. After cycling to immobilise the redox
mediator, the spectra of the new system containing Au@CoHCF
were recorded. The results obtained at the open circuit potential
are shown in the complex plane plots of Fig. 3a, with a semi-
circle at high frequencies in the complex plane plot after redox
mediator immobilisation. The relatively small diameter is evi-
dence of fast charge-transport, and the value of the charge-transfer
resistance can also be related to the degree of coverage of the
gold nanoparticles by CoHCF, assuming that electron-transfer reac-
tions occur at CoHCF sites inside the LbL film. The spectra for
the ITO-(PVS/PAMAM-Au)3 system both with and without CoHCF
also exhibit very reproducible near-vertical parallel lines at low
frequencies, a typical finite-diffusion behaviour observed for elec-
trodes covered by conducting films.

The ITO-(PVS/PAMAM-Au)3@CoHCF electrode was used as
working electrode for amperometric measurements of H2O2 in
0.1 M NaPBS (pH 7.0), at an applied potential of 0.0 V vs. SCE. The
current changed cathodically with the injection of fifteen aliquots
of H2O2 stock solution to the buffer, with a good linearity between
20 and 100 �M (data not shown); the total analysis time was half
Fig. 2. (a) Cyclic voltammograms showing continuous growth of CoHCF on ITO-
(PVS/PAMAM-Au)3 electrodes and dependence of anodic and cathodic peak currents
on the number of cycles. (b) Dependence of anodic and cathodic peak currents on
the square root of scan rate for the ITO-(PVS/PAMAM-Au)3@CoHCF electrode in 0.1 M
NaPBS (pH 7.0).

an hour. The detection limit (three times the signal-to-noise ratio)
was 5.7 �M. The corresponding regression equation of the linear
plot was I/nA = 3.44–237.55c, where c is the H2O2 concentration
in �M, with a correlation coefficient R = 0.9989. The stability of
the CoHCF mediator on the ITO-(PVS/PAMAM-Au)3 electrode was
studied by performing successive calibration curves at the same
electrode leading to a decrease of up to 50%, probably due either
to some damage of the mediator film caused by the peroxide or by
leaching of the mediator. However, this loss of sensitivity should
not affect the operation of the enzyme biosensor since the media-
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Several parameters were studied to optimise the biosensor
response. It was first investigated whether the number of bilay-
ers, up to three, deposited on the ITO electrode influenced the
results. In previous papers [15,21], it was found that the electrodes
with best performance were prepared with up to 3 bilayers, and
additional bilayers led to no improvement in response. Therefore,
electrodes with one, two and three bilayers of (PVS/PAMAM-Au)
were prepared, CoHCF mediator was electrodeposited and then
the enzyme was immobilised by dip-coating or drop-coating of
the enzyme solution (see Section 2 for enzyme solution prepara-
tion). Fig. 4 shows a better glucose response curve for a drop-coated
electrode with three bilayers of (PVS/PAMAM-Au), in comparison to
that with one or two bilayers. Similar results were obtained with the
electrode prepared by dip-coating of enzyme solution (not shown).

Secondly, the response to glucose following enzyme immobili-
sation by dip-coating or by drop-coating was compared, see Fig. 5.
The drop-coating method proved more suitable than dip-coating
for enzyme immobilisation, leading to a higher response by about
30% and a detection limit up to three times lower comparing with
that obtained by the dip-coating technique. The reason for this
Fig. 3. Complex plane impedance spectra for electrode at 0.0 V vs. SCE in 0.1 M
NaPBS, pH 7.0 of (a) ITO-(PVS/PAMAM-Au)3 electrode before (-�-) and after (-©-
) CoHCF electrodeposition); (b) ITO-(PVS/PAMAM-Au)3@CoHCF-GOx in the absence
(-�-) and presence (-�-) of glucose. Frequency range: 65 kHz to 0.1 Hz.

tor is trapped under the enzyme layer and the amount of peroxide
is less, as will be demonstrated below.

3.2. Enzyme immobilisation onto ITO-(PVS/PAMAM-Au)3@CoHCF
electrode using dip-coating and drop-coating procedure

Enzyme immobilisation onto ITO-(PVS/PAMAM-Au)3@CoHCF
was carried out by assembling GOx using dip-coating or drop-
coating, as described Section 2. The resulting architecture is
ITO-(PVS/PAMAM-Au)3@CoHCF-GOx electrode. The response to
glucose was evaluated in amperometric mode at 0.0 V. vs. SCE.
Detection at this low potential represents a significant improve-
ment for the determination of glucose with respect to previous
glucose enzymatic devices using dendrimers, in which the poten-
tials (vs. SCE) used were 0.67 V [19], 0.55 V [20] and 0.25 V [6].
Fig. 4. Glucose response curves at ITO-(PVS/PAMAM-Au)@CoHCF-GOx electrode
prepared with 20 mg mL−1 BSA, 50 mg mL−1 GOx and 2.5% GA by drop-coating using
(�) 1 bilayer; ( ) 2 bilayers and ( ) 3 bilayers of (PVS/PAMAM-Au) in 0.1 M NaPBS
(pH 7.0). Applied potential 0.0 V vs. SCE.
Fig. 5. Glucose response curves at ITO-(PVS/PAMAM-Au)3@CoHCF-GOx electrode
obtained by ( ) dip-coating and ( ) drop-coating in 0.1 M NaPBS (pH 7.0). Applied
potential 0.0 V vs. SCE.
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Fig. 6. Glucose response curves at ITO-(PVS/PAMAM-Au)3@CoHCF-GOx electrode
in 0.1 M NaPBS (pH 7.0) at 0.0 V vs. SCE using drop-coating with 2.5% GA and (a)
20 mg mL−1 BSA and different GOx concentrations: ( ) 10; ( ) 20; ( ) 50 mg mL−1.
(b) 50 mg mL−1 GOx and different BSA concentrations: ( ) 20; ( ) 50; ( )
100 mg mL−1.

difference may be due to the preparation method. In the case of
drop-coating, an aliquot of the enzyme solution with BSA was
placed on the mediator-modified electrode and left to dry for 1 h,

the time required for the enzyme to bind to the dendrimer amino
group. Then, glutaraldehyde was placed on top of the enzyme
to perform cross-linking. It is likely that a more robust biosen-
sor is achieved when using this technique by permitting stronger
binding between enzyme and dendrimer, before cross-linking by
glutaraldehyde, leading to better stability and sensitivity. More-
over, the amount of immobilised enzyme is better controlled by
drop-coating.

Finally, the influence of the concentration of the enzyme and
BSA on the electrode response was studied by keeping the con-
centration of BSA constant and varying the concentration of GOx,
and vice versa. Fig. 6a shows a higher glucose response for increas-
ing enzyme concentrations in the range from 10 to 50 mg mL−1; it
is likely that the response could be further increased with larger
amounts of enzyme, but this would increase the cost of the biosen-
sor. With the GOx concentration fixed at 50 mg mL−1, an increase of
sensitivity was observed for increasing BSA concentrations, but this
was accompanied by a decrease of the linear range of the biosensor,
as shown in Fig. 6b. Therefore, to study the effect of the concentra-
tion of glutaraldehyde, 50 mg mL−1 of GOx and 20 mg mL−1 of BSA
were employed. The response with 25% GA was a factor of five lower
76 (2008) 922–928 927

than that for 2.5% GA, which might be due to enzyme deactivation
during cross-linking.

3.3. Analytical characteristics of the
ITO-(PVS/PAMAM-Au)3@CoHCF-GOx electrode

The optimised electrode system, i.e. ITO-(PVS/PAMAM-
Au)3@CoHCF-GOx with GOx immobilised by the drop-coating
method using a solution of 50 mg mL−1 of GOx, 20 mg mL−1 of BSA
and 2.5% GA, was used to obtain the full analytical characteristics
of the biosensor.

The response to glucose measured in 0.1 M NaPBS (pH 7.0) at
0.0 V vs. SCE was found to be linear up to 250 �M glucose with a
sensitivity of 111 nA mM−1, correlation coefficient R = 0.9998 and
a detection limit (three times signal-to-noise ratio) of 6.1 �M. The
glucose sensor described in [16], which used a CoHCF mediator
layer on a carbon film substrate covered by the enzyme layer, had
a detection limit of 1.9 �M, lower by a factor of three, and a smaller
linear range up to 30 �M. The sensor described here shows a larger
linear range, which may be advantageous in the analysis of some
natural samples such as sweet wines, in that less sample dilution
is required.

Another important characteristic of this electrode, which can be
obtained from electrochemical impedance data, see Fig. 3b, is the
lower charge-transfer resistance for hydrogen peroxide reduction
when glucose is present in the electrolyte solution. This supports
the hypothesis that the ITO-(PVS/PAMAM-Au)3@CoHCF-GOx elec-
trode promotes easier electron-transfer reaction, as mentioned
above. The apparent Michaelis–Menten constant (KM

app) was deter-
mined from the Lineweaver–Burk plot. The value of KM

app obtained
was 0.20 mM, which is similar to other values reported in the lit-
erature [20] and lower than the value for the enzyme in solution.
This might be explained by the fact that in the case of immobilised
enzymes the overall reaction rate is not controlled just by the dif-
fusion of the substrate, some other processes occurring in the same
time leading to a slower kinetic rate.

The operational stability was tested by measuring the response
to a glucose concentration of 0.74 mM during 20 measurements,
after which the current response dropped by 30%. This loss of stabil-
ity after consecutive measurements can be due to the interaction of
the hydrogen peroxide produced in the enzymatic reaction with the
mediator, which can damage the CoHCF film. The storage stability
was good when the electrodes were kept at 4 ◦C in phosphate buffer
solution. After 1 month of storage the biosensor still maintained

65% of its initial response.

The selectivity of the biosensor was assessed by checking the
influence of interferents such as chemical species normally present
in wines. In these experiments, a concentration of 0.30 mM glucose
and 0.60 mM interferent was used. From the interferents studied,
viz. fructose, ethanol, acetic acid, ascorbic acid, citric acid, lactic
acid, malic acid, oxalic acid and tartaric acid, only ascorbic acid
was detected at 0.0 V vs. SCE. In order to reduce the ascorbic acid
interference, experiments were performed in which glucose was
measured at two other potentials, −0.050 and −0.180 V vs. SCE
(not shown). The response to ascorbic acid then decreased, and
at −0.180 V vs. SCE the signal was only 8.6% of that at 0.0 V. The
response to glucose also showed some decrease, but by much less,
to 78.3%. Since the response to glucose normally increases when
applying more negative potentials (verified in independent mea-
surements, data not shown) this decrease in the glucose response
might be due to some loss of stability during consecutive measure-
ments, as stated before. However, at−0.180 V vs. SCE it is possible to
measure glucose without interferences from the above-mentioned
compounds, and the response to ascorbic acid, present in the form
of ascorbate, at the value of pH used in the experiments, is reduced
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much more. Taking into account the fact that the concentration
of ascorbic acid in natural samples, such as wine, is much lower
than that of glucose, it should therefore not represent any interfer-
ence in the determination of glucose. If necessary, an outer layer
of a cation exchange polymer, such as Nafion, can be added to the
biosensor assembly in order to exclude anions, such as ascorbate,
for measurements in complex natural samples.

4. Conclusions

A novel glucose biosensor has been developed using ITO-

covered glass electrodes modified with three bilayers of
(PVS/PAMAM-Au) self-assembly as supporting electrode with
cobalt hexacyanoferrate mediator and glucose oxidase enzyme.
Electrodeposition of cobalt hexacyanoferrate on the gold nanopar-
ticles led to successful determination of hydrogen peroxide at
lower potentials where other compounds had less electroactivity.
After optimising the immobilisation of glucose oxidase on the
modified electrode assembly, glucose was measured amperomet-
rically at 0.0V vs. SCE; the biosensor showed a linear response
up to 250 �M glucose with a detection limit (3�) of 6.1 �M. The
biosensor had a good operational and storage stability, and was
tested successfully against interferences normally present in
wines. This work opens up excellent future perspectives for the
development of electrochemical biosensors constructed using
such a layer-by-layer modification strategy.
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1. Introduction

Wide interest in essential oils as stock for pharmaceutical,
agricultural, cosmetic, perfume and food industries requires the
determination of essential oil amounts both in freshly cut, dried
or frozen plants and in the analysis of essential oil components
[1].

In the situation when a large number of plant samples require
analysis of their aromatic composition, an efficient, very fast, sim-
ple, safe and a highly automatic sample preparation method is
needed [2,3].

Steam distillation is the routine method recommended by
pharmacopoeias for controlling the quality of plant materials as
essential oil sources [4]. However, this standard method in essen-
tial oil analysis is very time consuming and therefore not efficient
enough for screening numerous plant samples for their aroma com-
position [5,6].

Solid phase microextraction (SPME) is a relatively new method
recommended for the analysis of aroma compounds [7–9]. This

∗ Corresponding author. Tel.: +48 81 537 55 45; fax: +48 81 533 33 48.
E-mail address: dawid@hermes.umcs.lublin.pl (A.L. Dawidowicz).
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ng presence in human history, their status in culinary arts, their use in
acture, belong to frequently examined stock materials in scientific and
e of a large number of freshly cut, dried or frozen plant samples requir-
tial oil amount and composition, a fast, safe, simple, efficient and highly
method is needed.
hods (steam distillation, extraction in the Soxhlet apparatus, supercritical
icroextraction and pressurized liquid extraction) used for the isolation of

Thymus vulgaris L. are compared in the paper. The methods are mainly
ecovery of components which typically exist in essential oil isolated by

ata, PLE is the most efficient sample preparation method in determining
e herb. Although co-extraction of non-volatile ingredients is the main
characterized by the highest yield of essential oil components and the
d. Moreover, the relative peak amounts of essential components revealed
se obtained by steam distillation, which is recognized as standard sample
lysis of essential oils in aromatic plants.

© 2008 Elsevier B.V. All rights reserved.

simple and cheap solvent-free sample preparation method is more
and more frequently applied in routine laboratory analyses of

organic volatile compounds; however, it is less effective in the case
of substances existing in trace amounts. Moreover, for aromatic
compounds with higher boiling points, longer equilibrium time is
needed between a sample and headspace, which lengthens total
analysis time.

Supercritical fluid extraction (SFE) is another solvent-free
method, very effective for determining essential oil components
[10–13]. In SFE, extraction conditions can be regulated by variation
of temperature and pressure, which improves the effectiveness of
the method. Yet because in most applications carbon dioxide acts
as a supercritical fluid (due to its low costs, lack of toxicity and
easiness of obtaining supercritical conditions), the usage of SFE is
limited mainly to non-polar and medium polar substances of high
volatility [14].

Solvent extraction is the most frequently applied sample prepa-
ration procedure in plant material analysis. The method is limited
by the compound solubility in the specific solvent used, and hence
the quality and quantity of the extracted mixture are determined
by the type of extrahent applied [3]. Although, the method is rela-
tively simple and quite efficient, it suffers from such disadvantages
as a long extraction time, relatively high solvent consumption and
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often unsatisfactory reproducibility. Moreover, the extraction pro-
cess, classically carried out in the Soxhlet apparatus, is not fully
exploited as the temperature of the condensed solvent flowing into
the thimble is lower than its boiling point [2].

Pressurized liquid extraction (PLE), a recently developed sol-
vent extraction technique, could, in principle, eliminate some of
the drawbacks of the Soxhlet and other classical solvent extrac-
tion methods [15]. Variations of temperature and pressure during
the PLE process have an influence on the solubility behavior of the
compounds. Furthermore, PLE, due to high pressure of the extrac-
tion process, allows using an extrahent at a temperature above its
normal boiling point and in consequence, to remove the analytes
efficiently and quickly from various matrices [16].

Thymus vulgaris L. belongs to a wide range of herbs frequently
examined for their essential oil amount and composition. It is
because its specific antimicrobial, antioxidant and antifungal activ-
ity and flavor properties, aroma-active constituents have been
widely applied, for instance as agreeable components in throat
lozenges, dental hygiene products, mouthwashes, in topical skin
creams and salves. The main aroma constituents of thyme essen-
tial oil are: thymol (20–80%), carvacrol (0.5–6%), p-cymene (9–43%),
limonene (0.2–24%) and �-terpinene (0–13%) [6,13,16–18].

The aim of this research was to determine the most efficient
and low time consuming method for the extraction of the essential
oil components from thyme herb. The five methods characterized
above were compared in the present study with regard to the recov-
ery of components which typically exist in essential oil obtained
by steam distillation and with respect to relative composition of
the aroma compounds. The fastest method revealing the great-
est total amount of essential oil components was assumed as the
most efficient one. Another aim was to find how some experimen-
tal variables of the least time consuming and the most efficient
sample preparation method affect the yield of chosen essential oil
components extracted from the thyme herb.

2. Experimental

2.1. Plant material

The thyme herb used for the experiments was cultivated in
the eastern part of Poland. The whole plant was cut and air-dried
before the leaves were separated from the branches. Immediately
before each extraction, plant material was grounded and its exactly

weighed portions were subjected to the sample preparation proce-
dure.

In the presented experiments it was assumed that at least 0.5 g
of plant material constitutes a representative sample.

2.2. Steam distillation

A sample of the thyme herb (10 g) was submitted to steam
distillation process with 500 mL distillated water for 3 h using
a Deryng-type apparatus. The measurements of the distillation
time started after the falling of the first drop of distillate. The
separated essential oil distillate was dried by freezing and, after
filtration, stored at +8 ◦C until further experiments. The procedure
was repeated three times, each time on a fresh portion of the thyme
herb.

2.3. Soxhlet extraction

A 3 g sample of the thyme herb was extracted with 70 mL of
n-hexane (POCH S.A., Gliwice, Poland) for 3 h in a Soxhlet appara-
tus. The extracts were stored at +8 ◦C until their analysis. Soxhlet
ta 76 (2008) 878–884 879

extractions were repeated three times on fresh portions of the
material.

2.4. Supercritical fluid extraction (SFE)

The SFE extractions were performed using the equipment
described in [19]. The extracts were collected in dichloromethane
(2 mL) (Merck, Germany) placed in 4 mL vials. 0.5 g samples of
thyme leaves were extracted. In all extractions CO2 (SFE grade)
was used with a flow rate of ca. 1.5 mL/min measured as a liquid.
The influence of extraction pressure (at 60 or 80 ◦C) and extrac-
tion time on the extraction yield of all essential oil components
was examined. Extraction time, pressure and temperature equal
20 min, 500 bar and 80 ◦C, respectively, were assumed as optimal
SFE parameters for further experiments. All extractions were per-
formed in triplicate.

2.5. Headspace solid-phase microextraction (SPME) procedure

A 30 �m Carboxen-PDMS fibre (Supelco, Bellefonte, PA, USA)
placed into a SPME holder for manual sampling was applied in
the investigations. The fibre was conditioned according to the
supplier’s prescription. During the SPME extraction procedure
the SPME fibre was introduced for 30 min into the thermostated
vial (25 ◦C) containing 2.0 g of the dried foliage. The plant sam-
ple was closed tightly with a rubber seal in the vial for 24 h
before extraction. After the SPME extraction process the fibre was
immediately transferred into a GC injector port and the 2-min
thermo-desorption process was carried out. The SPME procedure
was repeated three times.

2.6. Pressurized liquid extraction (PLE)

PLE was performed with a Dionex ASE 200 instrument (Dionex,
Sunnyvale, CA, USA). An exactly weighed portion of the plant mate-
rial (0.5 g) was mixed with neutral glass, to reduce the volume of
the solvent used for the extraction [20], and placed into a 22 mL
stainless steel extraction cell. The influence of the following factors
on extraction recovery was examined:

– extracting solvent type: n-hexane (POCH S.A., Gliwice, Poland),
dichloromethane (Merck, Germany), ethyl acetate (POCH S.A.,

Gliwice, Poland) and distilled water;

– extraction temperature (in the range 20–175 ◦C) estimated for
hexane and the extractant giving the best yield;

– extraction time (in the range 5–30 min) for hexane, the best
extractant and temperature;

– extraction pressure (in the range 40–100 bar) for hexane, the best
extractant, temperature and time.

After the extraction process, the extraction cell content was
flushed using the same solvent in the amount equal to 100% of the
extraction cell volume, and purged for 60 s applying pressurized
nitrogen (150 psi). All extraction procedures were repeated three
times.

2.7. SPE procedure for water extracts

All extracts, except water extracts, were directly analyzed by
GC/MS. In the case of PLE water extracts, the essential oil com-
ponents were re-extracted to hexane–ethyl acetate mixture (9:1)
using SPE procedure described in [21].
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Table 1
Peak areas (in %) and total amounts (mg/g) of components estimated in thyme herb using Soxhlet extraction, PLE, SFE, steam distillation and SPME methods

No. Compound RI Peak area (%) Section

Isolation method

Soxhlet PLE SFE Steam distillation SPME

1 �-Thujene 924 0.3 0.1 0.2 0.4 0.5

A

2 �-Pinene 931 0.2 0.1 0.1 0.2 0.5
3 1-Octen-3-ol 979 0.4 0.4 0.4 0.2 0.2
4 �-Myrcene 990 0.7 0.4 0.3 0.6 0.9
5 �-Terpinene 1015 0.8 0.5 0.4 0.5 0.7
6 p-Cymene 1024 11.4 6.0 4.8 3.9 14.7
7 Limonene 1027 0.2 0.2 0.1 0.2 2.2
8 1,8-Cineole 1030 0.2 0.2 0.2 0.2 2.9
9 �-Terpinene 1058 8.0 6.5 5.5 4.0 10.5

10 cis-Sabinene hydrate 1066 0.8 1.0 1.2 0.8 2.2
11 Linalool 1100 1.7 1.9 1.9 1.9 3.2
12 Borneol 1167 0.4 0.5 0.6 0.6 1.5
13 Terpineol-4 1178 0.2 0.2 0.2 0.5 1.2
14 �-Terpineol 1193 – – 0.1 – –
15 Thymol methyl ether 1235 0.3 0.4 0.5 0.4 1.1

0.4
–

68.2
2.9
0.1
1.9
–
–
0.2
–
0.3
0.1
0.3

700±
1.4
–
–
–
1.0
0.2
–

254±
16 Carvacrol methyl ether 1244
17 Thymoquinone 1256
18 Thymol 1302
19 Carvacrol 1308
20 Iso-ascaridol 1313
21 �-Caryophyllene 1420
22 Geranyl N-propanoate 1475
23 �-Muurolene 1478
24 �-Cadinene 1515
25 �-Cadinene 1525
26 Caryophyllene oxide 1586
27 �-Cadinol 1644
28 Phytol 2113

˙A (�g/g) 9

31 Unknown 1449 1449
32 Unknown 1841 1841
33 (2E)-3,7,11,15-Tetramethyl-2-hexadecen-1-ol NIST 1884
34 Heptakozane 2700
35 Nonakozane 2900
36 Hentriakontane 3100
37 Tritriakontane 3300

˙B (�g/g)

2.8. Quantity standard solution

The amounts of essential oil components were expressed in two
forms: as peak area percentage and/or in milligrams relating the
peak area of a given component to the peak area of hexadecane, a

known amount of which was added to the examined extracts before
GC/MS measurements. For this purpose hexadecane (1 g) (Aldrich,
Gilingham, UK) dissolved in n-heptane (50 ml) (Merck, Germany)
was applied. Due to different extraction ability of the examined
methods and due to different amount of plant materials used in
examined procedures, the amount of added hexadecane solution
was various. In each case the hexadecane solution was added in
the amount giving hexadecane peak of height similar to the thymol
peak.

2.9. GC/MS measurements

Soxhlet, SFE, SPME and PLE extracts and essential oil sam-
ples from Deryng apparatus were analyzed by the GC/MS system
GCQ (Thermo-Finnigan, USA). The chromatograph injector was
equipped with a Merlin Microseal Septum (Supelco, USA). RTx-
5 fused-silica capillary column (20 m×0.18 mm, 0.2 �m) (Restek,
USA) was used. Helium (grade 5.0) was used as carrier gas. A
split-splitless injector was operated in the split mode 1:20 for all
chromatographic runs. The injector’s temperature was 280 ◦C. The
0.5 0.5 0.4 1.3
– 0.2 – –

72.1 75.3 77.8 48.5
3.1 3.4 3.3 1.7
0.2 0.1 – –
2.4 2.7 2.8 6.2
2.1 0.1 – –
0.1 0.1 0.2 –
0.2 0.2 0.3 –
0.2 0.3 0.4 –
0.2 0.2 0.2 –
0.2 0.2 0.2 –
0.3 0.2 – –

26 14107±4 13360±28 10575±22 –

0.1 2.9 – –

B

– – – –
0.2 – – –
0.1 0.2 – –
0.9 0.9 – –
1.4 1.3 – –
0.4 0.3 – –

26 450±10 788±38 – –

following temperature programmes were applied: 1 min at 50 ◦C
and then a linear temperature increase up to 320 ◦C at the rate
10 ◦C/min for the Soxhlet, SFE, PLE and steam distillation extracts,
and 8 ◦C/min for SPME extracts. The mass spectrometer was oper-
ated in EI mode at 70 eV; manifold temperature was 220 ◦C. The

mass spectra were measured in the range 35–500 amu.

Qualitative analysis was carried out comparing the obtained
MS spectra with the spectra from the libraries [NIST library and
own library]. The presence of a given component was additionally
confirmed by published and own temperature retention indexes.

3. Results and discussion

Table 1 lists peak area percentage for compounds contained in
the thyme herb extracts obtained using the five examined sam-
ple preparation methods. As mentioned before, steam distillation
is recommended by European Pharmacopoeia [4] as the isolation
method for essential oils analysis with respect of their quality and
quantity. In contrast to the liquid extraction process, which always
depends on the solubility behavior of the components, only the
steam-volatile ingredients of aromatic plants can be isolated during
steam distillation. For this reason, Table 1 is divided into two sec-
tions. The components typically existing in essential oil from steam
distillation are contained in section A. The other, non-volatile ones
are grouped in section B. Table 1 contains also the total amounts
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Fig. 1. The influence of extraction pressure [at 60 ◦C (�) or at 80 ◦C (�) and at time
40 min] and extraction time [at 80 ◦C (©) and at pressure 500 bar] on the yield of all
essential oil components from thyme herb in SFE.

of constituents for part A (˙A) and part B (˙B). Their values were
calculated in relation to the known amount of hexadecane added
to extracts as a quantity standard. The table presents only the com-
pounds for which the peak area exceeds 0.1% in chromatograms
of the analyzed extracts. The PLE and SFE results were obtained
in optimal extraction conditions established in preliminary stud-
ies – see Figs. 1 and 2, respectively. As appears from Fig. 1, the
SFE process performed at 80 ◦C, at pressure above 200 bar and over
time longer than 20 min yields maximal total amount of essential
oil components from thyme herb. According to Fig. 2, extraction
time 10 min, extraction temperature 100 ◦C and extraction pressure

above 30 bar are the most optimal for the PLE process of essen-
tial oil components extracted by hexane. The SPME procedure was
not optimized because its application for quantitative estimation
of the total amount of essential oil components in plant matrices is
complex and controversial.

As results from section A of Table 1, the relative composition
(expressed by peak area percentage) of essential oil components
from the thyme herb revealed by the applied methods varies. The
observed discrepancies are connected with different extraction
ability of the examined methods towards individual aroma com-
pounds. The relative aroma composition estimated using the SPME
procedure differs most from that gained by steam distillation. It is
easily seen for the main components of thyme oil (see: thymol, car-
vacrol, p-cymene, �-terpinene, �-caryophyllene), for which SPME
reveals their significantly greater or significantly lower amounts in
comparison to the data obtained from steam distillation. Moreover,
low volatile components with retention indices above 1420, which
exist in small amounts, are not detectable by SPME in the applied
conditions. The observed distinction of the SPME data results both
from the difference in the boiling point (vapor pressure) of essen-
tial oil compounds and from different sorption ability of the SPME
Fig. 2. The influence of extraction temperature (�) (at pressure 60 bar and at time
10 min), extraction time (�) (at temperature 100 ◦C and at pressure 60 bar) and
extraction pressure (�) (at temperature 100 ◦C and at time 10 min) on the yield of all

essential oil components from thyme herb in PLE. Extracting agent—hexane.

fibre towards individual components. It is obvious that the appli-
cation of other SPME fibre (i.e. PDMS) would give relative aroma
composition more similar to that obtained by steam distillation;
however, the application of optimized SPME procedure was not the
aim of these experiments. Considering the results for other extrac-
tion methods (in Soxhlet apparatus, PLE, SFE) there is no significant
variation in the relative composition of the essential oil compo-
nents from the thyme herb, except for p-cymene and �-terpinene.
The greatest peak area percentages of those two compounds are
revealed by means of extraction in the Soxhlet apparatus. As results
from Table 1 (section A), the quantitative aroma-active composition
most similar to standard oil composition (from steam distillation) is
demonstrated by SFE, whereas slightly lesser similarity is observed
in the case of PLE. Greater variations among the examined meth-
ods are seen for the data presented in section B of Table 1, which
shows not only the quantitative but also qualitative differences in
the composition of non-essential oil compounds.
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Table 2
Comparison of extraction time, sample mass and solvent volume applied in Soxhlet

Parameter Sample preparation method

Steam distillation Soxh
Amount of sample (g) 10.0 3.0
Time of procedure (min) 180 180
Volume of solvent used (mL) 500 70

Extraction temperature (◦C) 100 70
Extraction pressure (bar) Atmospheric Atmospher

Yield (�g/g) 10575±22 9700±26

As mentioned in Section 1, the aim of the experiments was to
establish the most suitable, efficient and the least time consuming
sample preparation method for the estimation of the essential oil
composition from the thyme herb.

According to [8], SPME is the shortest and the most useful
sample preparation method for the estimation of essential oil
components in aroma herbs, including thyme. Yet the diagrams
presented in [8] confirm the significant differences in the peak
area percentage for aroma components observed in the present
study, when SPME and steam distillation methods were compared.
In addition, for less volatile components more time is required for
reaching equilibrium between the phases in the SPME procedure.
In consequence, the total analysis time increases. The tempera-

Table 3
Peak areas (in %) and total amounts (mg/g) of components estimated in thyme herb empl

No. Compound RI Pea

Ext

Hex

1 �-Thujene 924
2 �-Pinene 931
3 1-Octen-3-ol 979
4 �-Myrcene 990
5 �-Terpinene 1015
6 p-Cymene 1024
7 Limonene 1027
8 1,8-Cineole 1030
9 �-Terpinene 1058

10 cis-Sabinene hydrate 1066
11 Linalool 1100
12 Borneol 1167
13 Terpineol-4 1178
14 �-Terpineol 1193
15 Thymol methyl ether 1235
16 Carvacrol methyl ether 1244
17 Thymoquinone 1256
18 Thymol 1302
19 Carvacrol 1308
20 Iso-ascaridol 1313
21 �-Caryophyllene 1420
22 Geranyl N-propanoate 1475
23 �-Muurolene 1478
24 �-Cadinene 1515
25 �-Cadinene 1525
26 Caryophyllene oxide 1586
27 �-Cadinol 1644
28 Phytol 2113

˙A (�g/g) 141

29 Unknown 1449 1449
30 Unknown 1841 1841
31 (2E)-3.7.11.15-Tetramethyl-2-hexadecen-1-ol NIST 1884
32 Heptakozane 2700
33 Nonakozane 2900
34 Hentriakontane 3100
35 Tritriakontane 3300

˙B (�g/g) 7
ta 76 (2008) 878–884

SFE, steam distillation, SPME processes

PLE SFE SPME
0.5 0.5 2.0
10 20 30
38 40 –

100 80 25
ic 60 200 Atmospheric

14107±4 13360±28 –

ture growth of the SPME process shortens the time required for
reaching equilibrium but usually it leads to a loss of highly volatile
compounds. Moreover, the SPME method is not recommended for
direct quantification of individual aroma components and it does
not allow for estimation of total amount of essential oil compo-
nents (expressed as a sum of particular compound amounts). Taking
into account these factors and the values comparing some practical
extraction parameters (see Table 2), PLE seems to be a more appro-
priate the thyme herb sample preparation procedure than SPME
for the analysis of essential oil components. The relative compo-
sition of essential oil components revealed by PLE is close to that
estimated by steam distillation. Furthermore, PLE is characterized
by a very short extraction time and shows the highest extrac-

oying hexane, ethyl acetate, dichloromethane and water in PLE

k area (mg/g) Section

rahent type

ane Ethyl acetate Dichloromethane Water

0.1 0.2 0.2 –

A

0.1 0.1 0.2 –
0.4 0.3 0.3 1.0
0.4 0.5 0.4 –
0.5 0.5 0.5 0.1
6.0 6.5 6.5 1.1
0.2 1.0 0.2 –
0.2 0.2 0.2 0.4
6.5 6.6 6.4 0.3
1.0 1.0 1.0 0.6
1.9 1.8 1.8 2.8
0.5 0.5 0.6 0.7
0.2 0.2 0.2 0.7
– 0.1 0.1 0.3
0.4 0.5 0.4 0.1
0.5 0.4 0.4 –
– 0.2 0.3 0.2

72.1 72.5 72.8 88.0
3.1 3.1 3.2 3.6
0.2 0.1 0.2 –
2.4 2.4 2.5 –
2.1 0.1 0.1 –
0.1 0.1 0.1 –
0.2 0.1 0.2 –
0.2 0.2 0.3 –
0.2 0.3 0.3 0.1
0.2 0.2 0.2 –
0.3 0.3 0.4 –

07±4 16066±4 14242±9 7607±21

2.0 2.0 3.2 0.2

B

0.2 1.2 0.4 –
0.1 0.3 0.1 –
0.1 0.2 0.2 0.2
0.9 1.7 1.5 0.1
1.4 2.9 1.9 –
0.4 0.8 0.3 –

38±10 1585±8 1168±28 9±14
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Fig. 3. The influence of extraction temperature on the extraction yield of all (�) and of the
p-cymene,©: �-terpinene, ♦: cis-sabinene hydrate, �: carvacrol, �: �-linalol, �: �-caryo

tion efficiency towards essential oil components (see section A of
Table 1).

SFE, in comparison to PLE, demonstrates a similar amount of
essential oil components from the thyme herb, however, its optimal
extraction time is longer and the result is characterized by greater
standard deviation.

The PLE data presented in Table 1 were obtained using n-
hexane, which is most often employed as extracting solvent in
liquid extraction processes of essential oil components from herbs
[2,21]. Hexane, due to its physicochemical character, exhibits the
highest extraction power towards non-polar compounds. As results
from Table 1, essential oil components from the thyme herb con-
sists not only of non-polar but also of semi-polar components. For
this reason it is advisable to estimate the extraction ability of both
semi-polar and polar solvents in the PLE process of the herb.

Fig. 4. The influence of static extraction time on the extraction yield of all (�) and of th
p-cymene,©: �-terpinene, ♦: cis-sabinene hydrate, �: carvacrol, �: �-linalol, �: �-caryo
most representative essential oil components from the thyme herb (�: thymol, �:
phyllene, �: limonene) in PLE. Extracting agent—ethyl acetate.

Table 3 lists data for PLE extracts obtained from thyme herbs
using ethyl acetate, dichloromethane and water. For convenience
and better comparison of the results the PLE data for hexane are
repeated. Analyzing the results from section A of Table 3, one
observes no significant differences in the relative composition of
extracts obtained using non-polar (hexane) and semi-polar (ethyl
acetate, dichloromethane) solvents. The lack of difference is espe-
cially evident for the main components of thyme oil (thymol,
p-cymene, �-terpinene and carvacrol). Quite a different picture is
observed for water extract. The number of essential oil components
extracted by this solvent is lower. Moreover, in comparison to other
extrahents applied, the total amount of essential oil components
extracted by water is extremely low (see ˙A) and the relative com-
position of the extracted components is quite different. According
to the data from Table 3 (section A), ethyl acetate exhibits the high-

e most representative essential oil components from thyme herb (�: thymol, �:
phyllene, �: limonene) in PLE. Extracting agent—ethyl acetate.
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est extraction power towards essential oil components from the
thyme herb.

As to non-essential oil components (see section B of Table 3),
the difference in the extraction ability of individual extrahents used
is not very pronounced. Like in volatile components, the greatest
extraction power towards non-volatile ingredients is exhibited by
ethyl acetate (see total amount of extracted components in section
B).

The PLE results presented in Tables 1 and 3 were obtained in
conditions optimal for extraction of essential oil components using
hexane. These conditions prove to be in agreement with default
PLE extraction conditions (i.e. extraction time – 10 min; extrac-
tion temperature – 100 ◦C; extraction pressure – 60 bar) and can
be inappropriate in the case of ethyl acetate which shows greater
extraction ability towards essential oil components from thyme
herb. Figs. 3 and 4 show the influence of extraction temperature
and time, respectively, on the total amounts of essential oil com-
ponents and on the yield of some individual components from the
thyme herb extracted by ethyl acetate. As seen in Fig. 3, the temper-
ature increase causes a similar change of the extraction efficiency
for all the considered components. At the temperature range up to
100 ◦C the growth of the extraction efficiency with the temperature
increase is observed. Above this temperature the extraction yields
are almost constant, although small variations can be seen. Only for

p-cymene the yield vs. temperature dependence increases in wider
temperature range.

The shape of the dependences in Fig. 4 is similar to that in Fig. 3.
The plots show, however, that the change in the extraction time is
accompanied by a small increase in extraction efficiency. For almost
all components the equilibrium is reached after 10 min. A differ-
ent run of this dependence is seen for �-terpinene and p-cymene
because longer extraction time results in the decrease of their yield.

The results showing the influence of extraction pressure on the
yield of chosen essential oil components are not presented due to
negligible influence of this parameter on the PLE process in the
range above 60 bar.

As appears from the presented relationships, in the case of the
thyme herb, the optimization procedure of the PLE process is not
required. The highest extraction yields of essential oil components
are gained in the default conditions.

4. Conclusions

Considering all the presented results, PLE seems to be the most
efficient and the most appropriate sample preparation method
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[
[
[

[
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[

[

[
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in determining essential oil compounds from the thyme herb.
Although co-extraction of non-volatile components is the main
drawback of this method, it is characterized by the highest yield of
essential oil components and the shortest extraction time required.
As results from the presented data, the default PLE conditions are
optimal for the thyme herb. Thus, the PLE optimization proce-
dure can be avoided, which is an extra advantage of the method
application in the case of the examined herb. Recently headspace
SPME has been recommended for estimation of essential oil com-
ponents in aroma herbs, including thyme, due to its short extraction
time and no need for solvent in the SPME process, which war-
rants the absence of non-aroma compounds in SPME fibre [8,9].
It should be stressed, however, that the essential oil composition
estimated by means of SPME is very different from that for steam
distillation and the application of SPME for quantitative estimation
of the total amount of essential oil components in plant matri-
ces is complex. Hence, from among the examined methods, PLE
is the best alternative technique to the standard method of steam
distillation.
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1. Introduction
There is a need to study depth profile at the atomic level of
lms in a non-destructive way. For this purpose X-ray absorption
ectroscopy has a potential that can be exploited. One promising
chnique is to apply variable incidence angle X-ray absorption fine
ructure (VIAXAFS) methodology. This requires, however, to apply
e methodology for photon self-absorption in the film as well as

se the VIAXAFS approach. The mathematical analysis developed
arlier by the author [1] was inspired from previous work on self-
bsorption correction by Booth and Bridges [2] and Tröger et al.
], it was, however, completed for quantitative calculation of the

bsorption features. The film depth profile may be evaluated for
ano-structures, and atom environment.

Thin films are widely used in today’s technology, among them
irconia stabilized, monoclinic or amorphous are applied as coat-
g in semiconductor sciences [4,5], thermal coating barriers [6,7],
ert layers or protective layers [8], membranes [9] for ultrafiltra-
on [10] electrophoresis [11] and fuel membrane [12]. The thermal
onductivity that makes the attractiveness of zirconia coating films
driven by phonon transport, which is primarily a function of vary-
g pore and distortion densities in the film [13]. These underlined

∗ Corresponding author. Tel.: +41 56 3104176; fax: +41 56 3102203.
E-mail address: claude.degueldre@psi.ch (C. Degueldre).

039-9140/$ – see front matter © 2008 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2008.04.043
absorption fine structure (VIAXAFS) spectroscopy offers a non-destructive
-structures. This technique was applied, spanning sample-beam angles

ence on a film obtained by zirconia sputtering on flat sample of stainless
ucture analysis on the Zr K edge identified chemical, defects and fractal
th. VIAXAFS revealed occurrence of zirconium monoxide fractions at the

nium oxide vs. the zirconium dioxide bulk. The discussion underlines that
profile of various sub-layers, nano-pores, dislocations, vacancies or defect

© 2008 Elsevier B.V. All rights reserved.

applications render the study of zirconia layers of great interest
particularly with regard to its behaviour at the atomic level.

The zirconia films may include distortions, dislocations and/or
nano-pores as well as zirconia reduction which modify the Zr
environment. Their structural analysis to extract statistically rep-

resentative microstructure information (e.g., void volume fraction
size distributions, internal surface areas, pore morphologies) and
chemical phases features includes X-ray diffraction, e.g. [14], X-
ray tomography [15], small angle X-ray and neutron scattering
[16]. The later complements the information obtained from diffrac-
tion methods, X-ray microtomography, or electron microscopy
and small angle neutron scattering, however, being limited at
1.0–0.5 nm size.

It has been shown that X-ray absorption studies pro-
vide insights, not obtainable by other means, on the
processing–microstructure–property relationships that frequently
govern technological performance, e.g. [17]. The influence of oxy-
gen deficiency on the electronic and local structure of monoclinic
zirconia has recently been examined and compared to the cubic
stabilized sample in X-ray absorption fine structure (XAFS) studies,
e.g. [18,19]. In this study the VIAXAFS analysis has been tested on
a zirconia film obtained by sputtering, thereby complementing
a recent study of the films by grazing incidence–XAFS [20]. In
this study the VIAXAS technique was applied, shifting angles
from a grazing to normal incidence on films obtained by zirconia
sputtering on stainless steel.



alanta
732 C. Degueldre et al. / T

2. Theoretical background

The bases underlying the VIAXAFS method are summarised
below. The author revisited recently the theory applied to VIAXAS
[1]. A general expression was obtained for the fluorescence yield
intensity reaching the detector for a given incidence angle (with ϕ
the incident angle and � the detection angle). The penetration depth
of the incoming beam follows an inverse exponential law known
as Lambert’s law defining �T the energy (E) dependant coefficient
of absorption. The absorption edge energy is evaluated from the
maximum of the first derivative of the absorption: (��(E)/�E) = 0
for E = E0.

The spectra are normalized, and, the normalized absorption
data (�) are given by � = (�−�0)/�0 where �0 is the so-called
spline function corresponding to the absorption without the
fine structures. The �-spectrum is a normalized extended X-
ray-absorption fine structure (EXAFS) spectrum whose energy
dependence is expressed in the transformed k scale (k =√

2me/h2(E − E0)), with me the electron mass, h the Bolzmann
constant and E0 the edge energy. The �-spectra are further k3

weighted in order to develop relevant features at higher k
values.

The experimental normalized absorption factor (�) for the tar-
get depth (x) region (x; x + �) was then derived as a function of the
�-data from the spectra at of the two successive angles (ϕ;ϕ + �ϕ)
spanning the target region, and additionally the self-absorption was
accounted for in a quasi-exact formulation of the �-factor the exper-

imental data as reported by [2]. The incoming X-ray beam being of
constant intensity, its penetration depth is always the same on a
given sample [3].

The goal of the VIAXAFS method is to express the absorption
spectrum as a function of the sample depth. The procedure consists
of “subtracting” from the spectrum of penetration depth x + �x the
information from the spectrum of penetration depth x.

3. Experimental

The studied samples consisted of one pure Zr film (reference) as
well as zirconia samples. As a reference, a ZrO2 monoclinic pow-
der (Fluka Proanalysis, monoclinic) was mixed with polyethylene
(PE) and pressed into a pellet. A zirconium monoxide (ZrO 99.3%
with 1% Hf, 550 ppm Ti from Umicore) was also used as reference.
A zirconia film of 1 �m thickness was obtained by sputtering on
a 1.0 cm×4.2 cm flat stainless steel (SS) piece (1 �m ZrO2/SS) as
described by Scardi et al. [8]. The 1 �m ZrO2/SS sample shows sub-
micrometer grains on top of a rather flat surface as observed with
the optical microscope. The SEM pictures reveal similar features

Fig. 1. (a) 1 �m ZrO2/SS sample, 10,000× SEM zoom, 2 �m scale;
76 (2008) 731–735

(Fig. 1a and b). The larger grains reach the �m in size while a large
proportion forming the film surface ranges apparently from 0.1 to
0.5 �m. Some holes (�m in size) are locally observed.

The Zr K X-ray absorption spectra were recorded at the ANKA-
INE beam line at the Forschungszentrum Karlsruhe, Germany. The
ANKA storage ring was operated at 2.5 GeV electron energy with
a mean electron current of 120 mA. The design of the beamline is
multi-purposed, allowing for a number of different X-ray spectro-
scopic methods and their associated �-techniques. VIAXAFS was
applied on this facility because it completes the Grazing incidence
XAFS methodology applied on this line.

The line uses a Lemonnier-type double crystal X-ray monochro-
mator. The photon energies spanned by the monochromator range
from 2475 to 23,220 eV, and the beam focus has roughly a 1 mm2

cross-section with sealed media feed-through chicanes and sep-
arate ventilation/filter system for the experimental hutch. The
detector is a 5-pixel low energy fluorescence germanium solid-state
detector (Canberra-Packard Ultra-LEGe) capable as well of study-
ing dilute samples and GI-XAFS. All measurements were recorded
at room temperature. The reference sample spectrum was recorded
in transmission mode while film samples spectra were taken in a
grazing and variable incidence angle (GI-VIA) geometry with fluo-
rescence detection mode. The two setups include a high precision
goniometre (±0.01◦) for the angles 0–3◦ and a goniometre with
±0.2◦ precision for the large angles (0–90◦). The ZrO2 film was mea-
sured without further preparation at angles of 0.25, 0.50, 1.5, 5, 30,
45 and 60◦.
Three Ar-filled ionization chambers at ambient pressure were
used for simultaneous detection of the transmission signals of the
ZrO2 (monoclinic) sample and a Zr metal reference foil for energy
calibration. The 1st ionization energy of Zr0 (17,998 eV) [21] was
taken at the first inflection point in the spectrum of Zr metal.
Spectra were recorded at a 4 eV step-width in the pre-edge region
(17,850–17,980 eV), 1 eV at the rising edge (17,981–18,100 eV),
2 eV above the edge (18,101–18,250 eV) and equidistant k-steps
(0.04 Å−1) in the EXAFS region (18,250–19,000 eV). The intensity
of the monitor ionization chamber was held constant during each
scan by means of a piezo-driven feedback to the second crystal
(MOSTAB). The parallel alignment of the reflecting crystal faces
was detuned to ∼70% of the maximum beam intensity. The beam-
detector geometry was set up with fixed angles and ϕ + � = 90◦.

FEFF8 calculates extended X-ray-absorption fine structure, X-
ray-absorption near edge structure (XANES), using an ab initio
self-consistent real space multiple scattering approach for clus-
ters of atoms (Z < 99), including polarization dependence, e.g. see
Ankudinov and Rehr [22,23]. Calculations are based on an all-
electron, real space relativistic Green’s function formalism with no
symmetry requirements. The method combines both full multiple

(b) 1 �m ZrO2/SS sample, 2000× SEM zoom, 20 �m scale.
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scattering based on LU or Lanczos algorithms and a high-order path
expansion based on the Rehr–Albers multiple scattering formalism.
Calculation of the X-ray elastic scattering amplitude (f) is performed
using the ATOMS program to provide the crystallographic function-
ality for the X-ray absorption spectroscopy. Its primary function is
to generate input files for the FEFF8 from crystallographic data (e.g.
Tables 1a and 1b).

4. Results and discussion

First the theoretical spectrum of monoclinic zirconia was
generated by FEFF8, using input from ATOMS and data from

Tables 1a and 1b. The 1 �m ZrO2/SS sample is presumed to be
composed of only monoclinic zirconium. Both XANES and EXAFS
results are discussed in a comparative way in this section using
current methodology of Gualtieri et al. [24]. At the zirconium K-
edge energy, the X-ray beam passes straight through the stainless
steel bed of the sample. The GI-XAFS result confirms what has been
observed earlier by the author, see Degueldre and Dardenne [20].
The spectra as well as the first derivative of the spectra recorded
for increasing incident angles compared with the spectra of the
reference materials, i.e. Zr, ZrO and ZrO2, are presented in Fig. 2.

Clearly the spectra show a shift towards higher energy when
increasing the incident angle. Analysis of this shift using the derived
data reveals that this shift may be due to the existence of another
zirconium oxide species located at the very surface of the film.
The apparent E0 was calculated using the two polynomial fits
(1st degree, 2nd degree), and the apparent E0 values were deter-
mined by derivative tests. The apparent values of E0 gained for
increasing incident angles and for Zr, ZrO and ZrO2, are given in
Tables 2a and 2b.

The normalized absorption spectra are derived for the sam-
ple at various angles. Comparison between the spectra at grazing

Table 1a
Crystal structure data for m-ZrO2

Space gr. P21/c

a [pm] 514.6
b [pm] 521.3
c [pm] 531.1

˛◦ 90.00
ˇ◦ 99.23
�◦ 90.00

Table 1b
Atomic coordinates for m-ZrO2

Atom sites Fractional coordinate

xZr 0.276
yZr 0.041
zZr 0.208

xO1 0.070
yO1 0.336
zO1 0.341

xO2 0.442
yO2 0.755
zO2 0.479

Table 2a
Apparent E0 values measured for Zr, ZrO and ZrO2

Phase E0 (keV)

Zr 17.9984 18.0085
ZrO 18.0016 18.0096
ZrO2 (18.0036) 18.0145
Fig. 2. 1 �m ZrO2/SS normalized XAFS spectra and the derivative for shallow inci-
dent angles and for Zr, ZrO and ZrO2 as reference materials; WL stands for white
line.

incidence and those at higher incidence angles on the three sam-
ples indicates a clear evolution of the “white” line, which is much
stronger at larger angles. As can be seen in the SEM images (Fig. 1a
and b), the sample shows imperfections on the surface. Due to
the surface heterogeneities, some of the absorbing atoms will not
have the same number of next neighbours as the atoms within
the sample. Thus, for very small incidence angles, the XAFS spec-
tra resemble more the spline absorption spectrum of the surface
material.

Table 2b
Apparent E0 values measured for incident angles ϕ

ϕ (◦) Eo (keV)

0.25 18.002 18.007
0.50 18.002 18.007
1.5 18.002 18.012
5.0 (18.002) 18.013

30 – 18.015
45 – 18.015
60 – 18.014
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Fig. 3. 1 �m ZrO2/SS normalized EXAFS spectra recorded for the incid

Information about many different material properties of a given
sample can be extracted from the �-spectra by comparing it with
theoretical spectra of known materials generated by FEFF simula-
tion. In order to emphasize the fluctuations occurring at large k
(k > 5 Å−1), the normalized spectra was weighted by a factor of k3.
The 1 �m ZrO2/SS sample is presumed to contain only marginal

traces of materials other than pure monoclinic zirconia, thus their
spectra should resemble quite closely the black curve in Fig. 3. The
extrapolated values of apparent E0 summarized in Table 2b for the
various measured angles were used to calculate the spectra. Fig. 3
depicts the �-spectra at various angles for the zirconia sample.

The 1 �m ZrO2/SS sample exhibits quite clearly the effects of GI
measurement. At incidence angles greater than ∼1.5◦ – where the
absorption in the sample is less than 90% – the spectra look very
much like the theoretical monoclinic zirconia, although there is a
very slight shift at the first maximum. At lower incidence angle, the
spectra are increasingly dampened and noisy, while their extrema
are shifted to the right. In other words, for small incidence angles,
the apparent E0 decreases, as can be seen in Table 2b. The data for
this sample shows a rather good signal to noise ratio up to fairly
high k (∼10 Å−1).

The major work of this study consisted of modeling the
spline functions for the different values of the spline absorp-
tion coefficients and intensities used when handling the data.
For a uniform ideal sample of a given material, the absorp-
tion coefficient is assumed to remain constant regardless of

Fig. 4. Trend of the EXAFS spectra of the 1 �m ZrO2/SS sample evaluated for vario
76 (2008) 731–735

ngles and compared to the theoretical monoclinic zirconia spectrum.

the incidence angle of the X-ray beam. With some materials
for which absorption coefficients have similar magnitudes, the
self-absorption correction has to be operated in order to com-
pensate for the damping of the signal amplitude. However, the
samples being studied in VIAXAFS will generally not have a
uniform absorption coefficient throughout, so the depth evo-

lution of the spline absorption functions has to be accounted
for.

For the 1 �m ZrO2/SS sample, the depth evolution is only depen-
dant on the density of the material, so the absorption coefficients
can be written as: �(x) = 	(x)�. The purpose of the VIAXAFS method
is also to model the 	 factor for the sample under investigation.
The constant 	 that was used was a weighted average of 	(x) for
the target depth x. This approximation is adequate as long as the
density/depth evolution is not too irregular and sharp. With the
1 �m ZrO2/SS, for example, as can be seen in Figs. 3 and 4 (blue
spectra), the surface shows shifts, weaker waves and random irreg-
ularities, and a regular increase in sample density as the sample
depth x increases is observed. The values for the spline absorption
coefficients were extrapolated from virtual tables of material X-ray
properties [21].

The spectra in Fig. 4 resemble those in Fig. 3. However, there
are a few minor differences that are worth pointing out. First of
all, the extrapolated spectrum between 0.14 and 0.26 �m is incon-
clusive. The traditional fluorescence spectrum (0.00–1.00 �m) has
a first peak that is unaligned with the theoretical monoclinic zir-

us depths and compared with the theoretical monoclinic zirconia spectrum.
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conia spectrum, and goes astray from the theoretical spectrum as
of k = 8 Å−1. Both of these effects are due to the influence on the
spectrum of the zirconia fragments at the sample surface causing a
reduction in density.

Layer subtraction by VIAXAFS data treatment was however suc-
cessful for describing the film regions and the following may be
noted.

For the depths 0–0.14 �m the surface species are not identified
to be pure zirconium dioxide, the surface species which corre-
sponds to an E0 10 eV lower than zirconium dioxide is suggested
to be made of zirconium monoxide, corresponding to the E0 shift.
This material implies also a lower white line and a lower coordina-
tion number with oxygen decreasing the amplitude of the EXAFS
signal.

For the depths 0.14–0.26 �m, VIAXAFS explores mixed phases
of mono- and di-oxides of zirconium which enrich in ZrO2.

For depths 0.26–0.67 �m and 0.67–1.00 �m the first four max-
ima are perfectly aligned with the calculated spectrum of zirconium
dioxide.

The 	(x) function that was used for the modeling of these VIAX-
AFS spectra is an inverse exponential:

	(x) = 	(0)[1− A exp− (
x)] (1)

starting at 	 = 0.50 for x = 0.00 �m and reaching 	 = 0.99 at
x = 0.65 �m with A = 0.50 and 
 = 6.06×106 m−1. This result is
clearly supported by the features observed in Fig. 1a and b on which
pores are observed limiting the density below 100% and on which a
relief of 100–200 nm grains at the average are identified justifying
the drop of the density and the increase of fractal features nearby
the surface.

The results obtained are satisfying in that they clearly indicated
that the method of VIAXAFS for deep layer is feasible and reliable for
a wide range of samples. The VIAXAFS analysis on the 1 �m ZrO2/SS
sample was successful because it was possible to adequately sub-
tract the features from the surface in order to get a clear spectrum
of the film material structure. It clearly corrects the spectra from a

nanoscopic layer of zirconium monoxide (see Xiali Zhe et al. [25],
for details on formation and characterization by XRD) that must
be present onto the bulk of the sputtered layer as described by
Aita [26]. It also describes the occurrence specific attenuations in
the XAFS signal due to decrease of next neighbour number for the
shallow features (relief and local defects due to surface and film
structure) and as observed for nano-zirconia phases [27]. The pres-
ence of a tetragonal zirconia sub-layer that yields a different signal
[28] compared to the monoclinic material is not detected.

The results obtained do show that the method has a lot of poten-
tial even with complex samples.

5. Conclusions

Variable incidence angle X-ray absorption fine structure
spectroscopy has been examined and successfully tested for inves-
tigating films. The VIAXAFS theory was developed and adapted to
the variable incidence angles of the light beam. The derived expres-
sions allow translation of spectral features gained for variable
incident angle to be translated in depth profile data for nano-
structures and atom environment examination. This technique was
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applied, from a grazing to normal incidence on a thin layer sam-
ple obtained by zirconia sputtering on a flat stainless steel sample.
XAFS analysis on the Zr K edge identifies spectra distortions due to
occurrence of mono- and di-oxide with the lower Zr redox state of
the oxide around the surface vs. the bulk of the layer. This reflects
also the high density of dislocations and defects at the surface
of this film. This feasibility study has shown that VIAXAFS is a
promising method because of its non-destructive probing nature
delivering data on macro-properties such as density and at the
sub-nanoscopic level information as provided by XAFS.
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. Introduction

Formaldehyde (FA) has found broad application in chemical syn-
hesis of phenol-, urea-, and melamine–formaldehyde resins which
re used in the manufacturing of building plates, plywood and lac-
uer materials. FA is additionally necessary for the production of
ifferent consumer goods such as detergents, soaps, and sham-
oos, as well as in pharmacology and medicine as a sterilising agent
1]. Advanced technologies of water pre-treatment which include
zonization lead to FA formation by the reaction of ozone with
atural humus traces [2,3] or with contaminations of chlorinated
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g a number of different low-molecular free-diffusing redox mediators or
ctrodeposition paints modified with Os-bis-N,N-(2,2′-bipyridil)-chloride
ng five tested Os-containing redox polymers of different chemical struc-
of osmium-modified poly(4-vinylpyridine) with molecular mass of about
yl groups were selected. The positively charged cathodic paint exhibited
cteristics. Moreover, the polymer layers simultaneously served as a matrix
ged low-molecular cofactors, glutathione and NAD+, in the bioactive layer.

e/polymer layer with a negatively charged Nafion membrane significantly
d simultaneously enhanced the sensor’ stability. The developed sensors
ormaldehyde (FA) and a low cross-sensitivity to other substances (such
aldehyde, acetaldehyde, methylglyoxal). The maximum current value was
diameter electrode) and the apparent Michaelis–Menten constant (Kapp

M )
curves was 120±5 mM with a linear detection range for FA up to 20 mM.

r reagentless sensor was 1.8 nA �M−1 (358 A m−2 M−1). The developed sen-
d storage stability. The laboratory prototype of the sensor was applied for
s of pharmaceutical (formidron), disinfectant (descoton forte) and indus-

d correlation was revealed between the concentration values measured
ed sensor, an enzymatic method and standard chemical methods of FA

© 2008 Elsevier B.V. All rights reserved.

benzene derivatives [3]. It was reported that FA is found in more
than 2000 commercial products to which many industrial workers
are exposed on a daily basis. This calls for a continuous control of
possible contamination processes [4]. The permissible level of FA
in industrial areas was set to 0.5–2.0 ppm. FA is produced also in
the atmosphere as a product of photo-chemical oxidation of auto-
mobile exhaust and combustion processes.

FA has a negative influence on human’s health, especially on the
central nervous, blood and immune systems. It is a potent nasal
irritant, causes stunted growth, blindness and respiratory diseases.
FA is one of the chemical mediators of apoptosis and is considered
as a mutagenic and a possibly human carcinogenic compound [5].
However, FA is not only of artificial origin. It is a natural metabo-
lite found in tissues, cells, and body fluids. It is present in fruits,
vegetables, meat, and fish. In extreme cases, some frozen fishes,
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especially of the gadoid species, can accumulate up to 200–780 mg
of FA per kg of moist weight due to the enzymatic degrada-
tion of trimethylamine oxide which is a natural fish component
[6,7].

All these facts convincingly demonstrate the requirement of
reliable analytical devices for an accurate FA determination in
testing consumer goods, the environment, as well as biological
samples. A number of attempts to develop biosensors for the detec-
tion of FA were reported [8–13] including amperometric sensors
[14–16], potentiometric detection schemes [10,17–21] and optical
sensors [12,22]. However, some serious problems remain unsolved
such as a low sensitivity of the potentiometric sensors, insuffi-
cient stability, and poor selectivity. These limitations provoke the
development of new biosensors based on novel enzymes including
recombinant proteins isolated from genetically modified microbial
cells.

We have described the fabrication and properties of a
reagentless bienzyme amperometric biosensor based on alco-
hol oxidase/peroxidase in combination with Os-complex modified
electrodeposition paint [23]. Although the developed alcohol
biosensor showed a good co-sensitivity for the detection of FA, the
poor selectivity of alcohol oxidase used as biological recognition
element limited the application of this sensor for FA determina-
tion.

As new approach to development of highly selective FA
assays, formaldehyde dehydrogenase (FdDH), a key enzyme of
FA metabolism in microorganisms, was proposed to be used as
biorecognition element in biosensors [10,16,24–30]. However, the
broad application of FdDH in analytical practice is hampered by
its insufficient activity, as well as by relatively high costs of the
commercially available enzymes’ preparations. Recently, we have
reported about the construction of a recombinant yeast clone orig-
inated from the recipient strain of thermotolerant methylotrophic
yeast Hansenula polymorpha which is a NAD+- and glutathione-
dependent FdDH over-producer [31]. A simple scheme for the
isolation and chromatographic purification of the target enzyme
from the over-producing yeast cells was proposed and highly puri-
fied FdDH preparations were obtained [32].

Recently, we have described the construction of highly selective
biosensors [28–30] using, on the one hand, commercial bacte-
rial FdDH [28] and, on the other hand, the yeast FdDH from
the recombinant over-producer [29–30]. Although in the case of
the amperometric biosensor [30] a good sensitivity was achieved
(22 A m−2 M−1), the procedure of FA measuring was complicated

by the need for addition of the yeast FdDH cofactors to the analyte
solution.

In this communication, we propose an improved sensor archi-
tecture for the development of yeast FdDH-based amperometric
biosensors providing the secure fixation of all sensor components
in a bioactive layer on the transducer surface. Specifically, the
sensor architecture was designed to prevent any leakage of the
low-molecular and free-diffusing cofactors (NAD+ and glutathione),
thus avoiding the need for any addition of these cofactors to the
analyte solution. For the design of the electron-transfer pathway
between electrode surface and enzyme, besides standard free-
diffusing and low-molecular weight redox mediators, different
positively charged cathodic electrodeposition polymers, synthe-
sized on the basis of 4-vinilpyridine and butylmethacrylate as
monomers and modified with Os-bis-N,N-(2,2′-bipyridil)-chloride
([Os(bpy)2Cl]) were used as mediators and supporting carriers for
enzyme and its cofactors.

The obtained biosensors were successfully applied for FA
determination in real samples of commercial chemical product
(formalin), pharmaceutical (formidron) and disinfectant (descoton
forte).
76 (2008) 837–846

2. Experimental

2.1. Materials

DEAE–Toyopearl 650 M was from Toyo Soda (Tokyo, Japan);
EDTA and nitrotetrazolium blue (NTB) were from Merck (Darm-
stadt, Germany); hexachloroplatinum(IV)-acid-hexahydrate, fer-
rocene, formalin and methanol were from Merck-Schuchardt
(Hohenbrunn, Germany). Methylene blue was obtained from
Riedel-de Haën (Seelze, Germany); dithiothreitol (DTT), para-
formaldehyde, phenylmethylsulfonyl fluoride (PMSF), potas-
sium hexacyanoferrate(III), potassium hexacyanoferrate(II), tri-
ton X-100, 3-methyl-2-benzothiazolinone hydrazone hydrochlo-
ride (MBTH), phenazine ethosulfate and methylglyoxal were
from Sigma (Deisenhofen, Germany). Glutathione (reduced)
and phenazine methosulfate (PMS) were from Fluka (Buchs,
Switzerland), NAD+ and NADH were obtained from Gerbu
Biotechnik (Gailberg, Germany). Nafion, butyraldehyde, propi-
onaldehyde and acetaldehyde were from Aldrich (Deisenhofen,
Germany).

Poly(4-vinylpyridines) (P4PV), poly(4-vinylpyridine-co-butyl
methacrylate) (CP4PVBMA), epichlorhydrin (99%), and 4(5)-
imidazol-carboxaldehyde (ICA) (98%) were obtained from Aldrich
(Taufkirchen, Germany). Potassium hexachloroosmate (K2OsCl6),
2,2′-bipyridine (99%; bpy), 1,3-diaminopropane (DAP) (99%), 1,8-
diaminooctane (DAO) (98%) were from Acros (Geel, Belgium),
osmium-bis-N,N-(2,2′-bipyridil)-chloride was synthesized accord-
ing to Ref. [33]. Descoton forte was from Desomark (Novoyavorivsk,
Ukraine), formidron was obtained from Ternofarm (Ternopil,
Ukraine).

All chemicals were of analytical reagent grade and all solu-
tions were prepared using HPLC-grade water. FA solution (1 M)
was prepared by hydrolysis of the corresponding amount of para-
formaldehyde in water (300 mg; 10 ml water) by heating the
suspension in a sealed ampoule at 105 ◦C for 6 h.

2.2. Synthesis of Os-containing redox polymers

As a polymer base for mediators, poly(4-vinylpyridines) with
a molecular mass 60 kDa (P4VP60) and 160 kDa (P4VP160) and
copolymers of 4-vinylpyridine with butylmethacrylate (poly(4-
vinylpyridine-co-butyl) methacrylate; CP4VPBMA) have been
chosen. P4VP60, P4VP160 and CP4VPBMA were alkylated with
epichlorhydrin and the resulting products were treated with

DAP or DAO. After this, ICA was added to the reaction
mixture. The obtained polymers [34] were modified by coor-
dinating osmium-complexes by means of a ligand exchange
reaction of osmium-bis-N,N-(2,2′-bipyridil)-chloride with suit-
able ligands at the polymer chains. Molecular structures of
the synthesized Os-containing redox polymers are shown in
Fig. 1.

The redox properties of the synthesized Os-modified polymers
were studied using differential pulse voltammetry.

2.3. Formaldehyde dehydrogenase (FdDH)

As a microbial source of NAD- and glutathione-dependent FdDH,
the gene-engineered yeast strain Tf 11-6, derivative of the recipient
H. polymorpha strain NCYC 495, was chosen [31]. Cells of recom-
binant strain Tf 11-6, over-producing thermostable FdDH, were
cultivated and a cell-free extract was prepared according to Ref.
[31].

FdDH was isolated from the cell-free extract by a two-step ion-
exchange chromatography on DEAE–Toyopearl 650 M [32]. FdDH
activity was determined by the rate of NADH formation [35]. One
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Fig. 1. Schematic representation of the synthesis of the Os-complex modified polymers (A) and of the molecular structures of the synthesized Os-complex containing redox
polymers (B): P4PV – poly(4-vinylpyridines); CP4PVBMA – poly(4-vinylpyridine-co-butyl methacrylate).
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unit of the FdDH activity is defined as that amount of the enzyme
which forms 1 �mol NADH per minute under standard conditions
of the assay (25 ◦C, 30 mM phosphate buffer, pH 8.0; 1 mM FA,
1 mM NAD+ and 2 mM glutathione). Protein concentration was
determined by the Lowry method. The enzyme preparation with
a specific activity 12 U mg−1 protein was stored as a suspension in
80%-saturated ammonium sulphate in 50 mM Tris–HCl buffer, pH
8.0, with 2 mM DTT, at −10 ◦C.

2.4. FA assay

Chemical assays of FA were performed following three methods
using either chromotropic acid [36], MBTH [37], or Purpald [38].
For enzymatic assays of FA, the previously developed kit Format-
est, was used [32]: 0.5 ml of model and real samples (water for
the blank sample) were treated at room temperature with 0.5 ml
FdDH-containing reagent (23 mU ml−1 FdDH, 0.63 mM glutathione,
0.31 mM NAD+, 1.0 mM NTB, 0.024 mM PMS, and 0.01% triton X-100
in 60 mM PB, pH 8.0) during 30 min. To terminate the reaction, 3 ml
0.3 M HCl was added. The optical density of the sample at 570 nm
was measured and the FA content was calculated from a calibration
curve.

2.5. FdDH-based amperometric biosensor

2.5.1. Electrodes
Graphite rods (type RW001, 3.05 mm diameter) from Ringsdorff

Werke (Bonn, Germany), sealed in glass tubes by means of epoxy
glue and used as working electrodes, were polished with emery
paper of decreasing size. Platinization of the graphite electrodes
was carried out in a 6 mg ml−1 solution of hexachloroplatinum(IV)-
acid hexahydrate in HPLC-grade water by cyclic voltammetry (−0.6
to 0.4 V vs. Ag/AgCl/KCl at a scan rate of 50 mV s−1, 3–4 potential
cycles). After platinization, the electrodes were rinsed with 20 mM
phosphate buffer, pH 8.2.

The properties of FdDH-based amperometric biosensors were
evaluated by means of constant-potential amperometry in a
three-electrode configuration with an Ag/AgCl/KCl (3 M) reference
electrode and a Pt-wire counter electrode.

2.5.2. Biosensor construction
In order to form the biorecognition layer, immobilization of

FdDH together with its cofactor (NAD+) was performed using
an electrodeposition method. As polymer matrix, cathodic paints

(CP) were used which contained covalently bound Os-complex
(1CPOs–5CPOs) or were devoid of this mediator (CP6) [39] in the
case of exploiting alternative free-diffusing or precipitated redox
compounds. For this, 2 �l 25 mM NAD+, 2 �l FdDH suspension
(15 U ml−1) and 2 �l of the corresponding CP solution were mixed
and dropped onto the surface of a platinized graphite electrode.
Electrodeposition was induced by a potentiostatic pulse sequence
(−1200 mV for 0.2 s and a resting phase at a potential of 0 mV for 5 s)
[40]. At the applied cathodic potential, water is reduced at the elec-
trode surface leading to an increase of the pH-value in a diffusion
zone in front of the working electrode surface. By this, the CP was
deprotonated causing a significant change in its solubility which
leads to the precipitation of the polymer on the electrode surface
simultaneously entrapping the enzyme with NAD+ within the poly-
mer film. After the immobilization procedure, the electrodes were
rinsed with 20 mM phosphate buffer, pH 8.2.

For co-entrapment of glutathione and covering of the sensing
layer by means of a Nafion membrane, 3 �l 50 mM solution of
reduced glutathione (GSH) neutralized to pH 8.0, were dropped
on the top of a CP–NAD+–FdDH-modified electrode. After dry-
ing (2–4 min), 5 �l 1% Nafion solution in ethanol were placed on
76 (2008) 837–846

the sensor surface. The Nafion membrane was allowed to dry for
20–25 min at +4 ◦C.

2.5.3. Redox mediators
Potassium hexacyanoferrate(III), methylene blue and phenazine

ethosulfate were used as free-diffusing redox mediators in experi-
ments with FdDH–CP6-based electrodes. 10 ml of a 1 mM solution
(0.5 mM for methylene blue) of the selected redox mediator in
20 mM phosphate buffer, pH 8.2, was added to the electrolyte solu-
tions. In case of experiments involving the light sensitive phenazine
ethosulfate the glass cell was wrapped with aluminium foil.

Ferrocene was initially dissolved in acetone. For the prepara-
tion of the mediator-containing sensing layer, 4 �l of a 10 mM
ferrocene solution was dropped on the surface of the electrode at
room temperature prior to FdDH immobilization (see Section 2.5.2).
Electrodeposition of prussian blue on the electrode prior to FdDH
immobilization was performed by means of cyclic voltammetry (10
cycles from 0.4 to 1.3 V vs. Ag/AgCl/KCl with a scan rate of 50 mV s−1

in 5 mM solution of K3[Fe(CN)6], containing 5 mM FeCl3 and 10 mM
HCl) [41]. After the electrodeposition of the prussian blue film the
modified electrode was rinsed with 20 mM phosphate buffer, pH
8.2.

2.6. Amperometric measurements

Amperometric measurements were carried out using a Autolab
PGstat12 potentiostat (Eco Chemie, Utrecht, Holland) controlled by
the GPES4.9 software. Amperometric experiments were performed
in steady-state mode using a standard cell with 10 ml volume at
25 ◦C under continuous stirring. After 20 min of stabilizing the
background current, the experiments were started by addition of
sample aliquots. As working potentials (vs. Ag/AgCl) either 0 mV
was chosen for the free-diffusing mediator phenazine ethosulfate
or +200 mV for Os-complex modified cathodic electrodeposition
paints (1CPOs–5CPOs), potassium hexacyanoferrate(III), prussian
blue, methylene blue and ferrocene.

Between experiments, the modified electrodes were stored in
20 mM phosphate buffer, pH 8.2, at 4 ◦C. The operational stability
of the developed FdDH-based amperometric biosensors was tested
in flow injection analyses (FIA) mode using an in-house devel-
oped sequential-injection analyser “OLGA” [42] with a flow-rate
of 5 ml min−1 and a sample injection every 4 min. All measure-
ments were repeated at least 3 times. Statistic data evaluations

were calculated using Origin 6.0 and Microsoft Excel.

3. Results and discussion

3.1. Design and optimization of FdDH-based biosensor

In methylotrophic yeasts, NAD+- and glutathione-dependent
FdDH catalyzes the oxidation of FA to formic acid. In the physiolog-
ical electron-transfer pathway, the electrons are transferred from
FA via intermediate hydroxymethylglutathione to the active centre
of FdDH under simultaneous reduction of NAD+ to NADH. For the
design of an electron-transfer pathway from an immobilized FdDH
to the electrode surface, enzymatically generated NADH has to be
re-oxidized additionally at the electrode surface using a suitable
redox mediator.

Chemical, enzymatic and electrochemical reactions involved in
amperometric FA assay are the following:

GSH + CH2O ↔ GS–CH2OH

GS-CH2OH+NAD+FdDH←→GS− CH = O+NADH+H+
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H2O + GS–CH O → GSH + HCOOH

+ + +
NADH + 2mediator → 2mediator + NAD +H

2 mediator− 2 e−Electrode−→ 2 mediator+

For design of the electron-transfer pathway between electrode
surface and enzyme, several low-molecular weight redox media-
tors and positively charged cathodic electrodeposition paints (CP),
modified by Os-bis-N,N-(2,2′-bipyridil)-chloride ([Os(bpy)2Cl])
[34] were investigated. The chemical structure of these polymers is
shown in Fig. 1. To choose the optimal composition for the electrode
construction, the redox properties of the Os-containing polymers
were studied. Table 1 summarizes their preparation mode (see Sec-
tion 2.2), as well as their electrochemical features [34].

The redox properties of a polymer layer formed by electrochem-
ically induced pH-modulation in the diffusion layer in front of
the platinized graphite electrode, were evaluated using differential
pulse voltammetry (Fig. 2A). The peak potential for the Os2+/Os3+

redox reaction for 1CPOs was observed at +200 mV vs. Ag/AgCl/KCl.
The other four polymers had two redox waves for the Os2+/Os3+

reaction: 2CPOs and 4CPOs at +200 and +365 mV; 3CPOs at +196
and +360 mV; 5CPOs at +195 and +361 mV (see the last column

Fig. 2. (A) Differential pulse voltammograms (DPV) of CPOs-modified electrodes
(scan rate 25 mV s−1, modulation amplitude 49.5 mV). (B). Cyclic voltammogram of
a 1CPOs–NAD+–FdDH–GSH–Nafion-modified platinized graphite electrode in the
absence (a) and in the presence of 16 mM (b) and 32 mM (c) FA (potential sweep
from 0.0 to 0.4 V at a scan rate of 5 mV s−1 in 20 mM phosphate buffer, pH 8.2).
76 (2008) 837–846 841

of Table 1). Cyclic voltammetry in the absence and presence of
FA showed a biocatalytic increase in the anodic current (Fig. 2B
shows as example only the case of 1CPOs under CV). Since higher

potentials may induce direct oxidation of glutathione, a potential
of +200 mV was chosen as working potential for constant-potential
amperometry for all subsequent experiments using Os-containing
CP-polymers.

A variety of redox mediators in combination with FdDH were
investigated. Amperometric responses to different FA concen-
trations are presented in Fig. 3. The most promising results
were obtained with the cathodic paints 1CPOs and 2CPOs (for
their molecular structure and concerning maximal current val-
ues, see Fig. 3A). The cathodic paint 1CPOs was shown to be
the most effective electron-transfer catalyst when compared to
the different free-diffusing and co-immobilized redox mediators
(Fig. 3B).

Relative signals to 80 mM FA, obtained for biosensors with differ-
ent mediators at optimal potential value, were as following: 1CPOs
– 100%; phenazine ethosulphate – 94%; potassium ferricyanide –
66%; ferrocene – 30%; prussian blue – 13% and methylene blue –
10%. Due to the properties of the Os-complex modified electrode-
position paints which allow the formation of a sensing layer with
tightly bound electron-transfer mediator, the best ones (1CPOs and

Fig. 3. FA calibration curves for the CP–NAD+–FdDH–GSH–Nafion-modified pla-
tinized graphite electrodes. (A) Os-complex modified cathodic electrodeposition
paints (1CPOs, 2CPOs, 3CPOs, 4CPOs, 5CPOs); (B) 1CPOs and low-molecular redox
mediators in combination with CP6 (potassium ferricyanide, phenazine ethosul-
phate, methylene blue, ferrocene, prussian blue).
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Table 1
Electrochemical properties of Os-containing redox polymers
No. Symbol Polymers Aminoderivat

1 1CPOs P4VP60 DAP
2 2CPOs CP4VPBMA DAP
3 3CPOs P4VP60 DAO
4 4CPOs P4VP160 DAO
5 5CPOs CP4VPBMA DAO

2CPOs) were chosen for the design of the optimized FdDH biosen-
sor.

A major concern which is related to the application of FdDH
as biorecognition element in the presented biosensor design, is
the need of the simultaneous presence of two low-molecular
cofactors. Thus, a major emphasis was put in the prevention of
their leakage from the sensing layer. For this, a sophisticated
sensor architecture is proposed consisting of an electrochemi-
cally deposited Os-complex-modified cathodic polymer (1CPOs or
2CPOs) co-entrapping FdDH and NAD+, covered by glutathione-
containing layer and a negatively charged Nafion membrane,
additionally preventing leakage of the cofactors due to charge inter-
actions.

Fig. 4. Chronoamperometric determination of FA using 1CPOs–NAD+–
FdDH–GSH–Nafion modified platinized graphite electrode (A) and derived FA
calibration curves (B). 25 �l aliquots of a 0.8 M FA solution were added stepwise
to 10 ml electrolyte solution. Statistical data: A and B – parameters of the linear
regression (coefficients of the equation Y = A + B·X, where Y – current, �A; X – FA
concentration).
76 (2008) 837–846

ives Aldehyde Redox potential (mV), vs. Ag/AgCl

ICA 200
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3.2. Properties and analytical performances of the FdDH-based
biosensor

A typical response of the developed 1CPOs–NAD+–FdDH-
modified electrode towards FA and the linear range is shown
in Fig. 4. The maximum current was 250±5 �A for a 3.05 mm
diameter electrode which corresponds to a current density
of 34.2±0.7 �A/mm2

. The apparent Michaelis–Menten constant
(Kapp

M ) derived from the FA calibration curves for the immobi-
lized enzyme was 120±5 mM with a linear detection range for
FA up to 20 mM. The observed Kapp

M value differs significantly
from the KM value of the used FdDH in solution (0.18 mM) and
reported for homologous enzymes from the wild strains of the
methylotrophic yeasts, Candida boidinii (0.25–0.29 mM [35]), H.
polymorpha (0.21 mM [43]) and Pichia pastoris (0.43 mM [44]).
Possibly, this difference is associated with an influence of the
rather complicated composition of the biorecognition membrane
on the diffusional availability of the substrate to the immobilized
enzyme.

The detection limit of the developed biosensor was derived
using 10 measurements of the sensor response to a stepwise addi-
tion of FA in the range of 10–100 �M (see inset in Fig. 4).

The current value was 17.9±3.5 nA for each 10 �M addition.
The noise level was about 2 nA. Hence, a detection limit could
be calculated about 3 �M FA (90 ng ml−1) which is of a similar
order as reported for FdDH-based flow-cell amperometric sen-
sor using bacterial FdDH [24,25]. The sensitivity of the biosensor
was 1.8 nA �M−1 (358 A m−2 M−1) a value which is 16-fold higher
as compared to the previously described amperometric biosen-
sor [30]. The observed sensitivity for reagentless sensors is much
higher than required for detection of the permissible level of
0.5–2 ppm (or 18–70 �M) FA in different environmental media and
FA containing products.

The optimal pH-value for the developed FdDH-based biosensor
is in the range of 7.6–8.3 with an optimal temperature between 45

and 50 ◦C (data not shown); values of pH and temperature optima
are similar to the estimated ones for the free enzyme in solution
[32].

The FA-dependent current output of the FdDH-based sensor is
significantly altered with the buffer concentration decreasing with
higher electrolyte concentrations of the used phosphate buffer.
Besides changes in properties of the Nafion membrane at higher
electrolyte concentrations [45], this effect may be explained by
an influence in the interaction between glutathione and FA in
the first step of the reaction sequence and the charge interaction
between the negatively charged enzymatically generated NADH
and the positively charged Os-complex at the redox polymer back-
bone.

The selectivity of the 1CPOs–NAD+–FdDH–GSH–Nafion-
biosensor for the determination of FA was evaluated using
different substances which show structural similarities to FA. The
developed biosensor exhibited only a minor co-sensitivity to other
aldehydes: quantitatively, the ratio of the sensor output to different
potentially interfering analytes to the formaldehyde response are
as following: FA (100%), butyraldehyde (0.9%), propionaldehyde
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Table 2
FA content in real samples determined by different methods: chemical and FdDH-b

Sample/method FA molar concentration, M±m
Chemical methods

MBTH Purpald Chromotropic acid

Formalin 12.6 ± 0.7 12.9 ± 0.7 14.0 ± 0.8
Descoton 3.6 ± 0.3 3.3 ± 0.3 3.6 ± 0.4
Formidron 1.6 ± 0.6 1.2 ± 0.2 1.5 ± 0.3

(1.9%), acetaldehyde (5.1%), methylglyoxal (9.1%). Due to the
observed significant differences in sensitivity between FA and the
tested aldehydes, it can be assumed that the cross-sensitivity will
be insignificant for the determination of FA in real samples. In
addition, the sensor exhibited a small sensitivity towards methanol
(0.9%).

The operational and storage stabilities of the developed
FA sensors (1CPOs–NAD+–FdDH–GSH–Nafion and 2CPOs–NAD+–
FdDH–GSH–Nafion) were studied. It is pertinent to note that the
prevention of potential leakage of both NAD+ and glutathione from
the sensing layer is of crucial importance for the long-term sta-
bility of the developed FA biosensors. All subsequent tests were

Fig. 5. Operational stability of the optimized FA biosensors:
1CPOs–NAD+–FdDH–GSH–Nafion (A) and 2CPOs–NAD+–FdDH–GSH–Nafion
(B) tested in an automatic sequential injection analyser (flow-rate 5 ml min−1;
sample injection every 4 min).
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pproaches

FdDH-based methods

Formatest Biosensor Biosensor, integrated in “OLGA”

13.5 ± 0.8 13.6 ± 0.6 13.6 ± 0.6
3.3 ± 0.8 3.6 ± 0.1 3.5 ± 0.3
1.5 ± 0.3 1.6 ± 0.1 1.5 ± 0.6

performed at a constant temperature of 24 ◦C with 2 and 7 mM FA
solutions for 1CPOs based biosensor and with 1 mM solution for
2CPOs based biosensor in 20 mM phosphate buffer, pH 8.2, for the
investigation of the operational stability, and a 7.7 mM FA solution
for the evaluation of the storage stability. The operational stabil-
ity was tested using the automatic sequential injection analyser
“OLGA” [42]. The sensors were integrated into an electrochemical
flow-through cell, and 12 injections of the FA standard solution per
hour were performed automatically. Fig. 5A and B shows the cur-
rent response of the sensors upon sample injection along about 14 h

using three different concentrations of FA.

The developed sensors demonstrated a good operational sta-
bility at comparatively low FA concentrations: 2 mM during
14 h (Fig. 5A) and 1 mM during 22 h (Fig. 5B) of continuous
operation in a sequential injection analyser (about 210 indi-
vidual measurements). At higher concentrations (7 mM) the
peak current continuously decreased with the operation time
which may be attributed to a deterioration of the components
forming multi-layer sensing chemistry by the highly reactive
FA. Nevertheless, the developed biosensor exhibited satisfac-
tory operation stability especially when integrated into the
sequential injection analyser which allows for a repetitive recali-
bration.

The storage stability of the developed biosensors was found to
be longer than 18 days at 4 ◦C (data not shown). After 4 days of stor-
age in buffer solution, the detected signal exceeded the initial one
by about 30%. This effect is often seen with amperometric biosen-
sors and is indicative of an equilibration of the sensor architecture
potentially leading to an improved permeability of the immobiliza-
tion matrix for the substrate.

Fig. 6. Reproducibility of the analytical data for FA assay in model and real sam-
ples using an automatic sequential injection analyser “OLGA”: (1) 1 mM FA; (2)
5 mM FA; (3) 10 mM FA (model samples of FA in water); (4) formalin: 5.04 mM,
dilution factor 2700, Co = 13.6±0.6 M; (5) formidron: 2.54 mM, dilution factor 570,
Co = 1.45±0.06 M; and (6) descoton: 5.31 mM, dilution factor 650, Co = 3.45±0.25 M.
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Fig. 7. Chronoamperograms of FA assay (a1, b1, c1) and calibration curves for standard addition tests (a2, b2, c2) using FdDH-based sensors (2CPOs–NAD+–FdDH–GSH–Nafion)
for the analysis of real samples: a – formalin; b – disinfectant descoton; and c – antiperspirant formidron. The dilution factors (n), the calculated initial concentration (Co) and
statistical data such as parameters of linear regression (coefficients of the equation Y = A + B·X, where Y – current, �A; X – FA concentration, mM; A – current corresponding
to the variant without addition of exogenous FA; B – slope value; and R – linear regression coefficient) are indicated.
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3.3. Real sample analysis with the FdDH-based biosensor

The constructed amperometric FdDH-based biosensor
(2CPOs–NAD+–FdDH–GSH–Nafion) was evaluated in deter-
mining the FA content in real samples of the industrial product
formalin and two pharmaceuticals, namely the antimicrobial
agent descoton forte and antiperspirant formidron, using both the
steady-state and FIA mode. The obtained biosensor was integrated
into the automatic sequential injection analyser using a specifically
adapted flow-through electrochemical cell. It was shown that the
developed system can be used in automatic analyser systems for
FA assays in formalin and pharmaceuticals. The conformity of
the data obtained with the developed biosensor integrated into
the automated analyser and routine industrial analytical methods
for real samples of descoton forte, formalin and formidron was
approved (Table 2 and Fig. 6).

It is worth to emphasize that the standard chemical approaches
to FA analyses are not free from possible mistakes due to inter-
fering effects of the co-impurities, usually represented in the real
samples, for example, phenol which is an attendant pollutant of FA-
containing wastes [36]. Recently we have tested FA in real samples
of wastes by the developed photometric FdDH-based assay “For-
matest” in comparison with standard chemical methods [32]. We
have demonstrated that in order to evaluate the possible interfering
effect of real samples’ components on FA assay, it was necessary to
perform a standard addition test in both approaches (chemical and
enzymatic) and that analytical data obtained by enzymatic method
are more reliable than chemical ones.

The amperometric FdDH-based biosensor (2CPOs–NAD+–
FdDH–GSH–Nafion) was evaluated to determine FA content in real
samples (in steady-state mode) using the multiple standard addi-
tion method. Results are presented in Fig. 7 and summarized in
Table 2. It is obvious from Fig. 7, that interfering effects of real sam-
ple components were observed for all samples, but at a different
extent. The maximal interfering effect is observed for descoton,
less for formidron, and the smallest for formalin, derived from the
slopes of the calibration curves obtained on the background of the
real samples in different dilutions: for descoton the difference is
+56.6% (2.10 and 0.91 for dilution factors 2000 and 1000, respec-
tively), for formidron the difference is +38.3% (0.94 and 0.58 for
dilution factors 260 and 340, respectively), and for formalin the dif-
ference is +25.6% and 8.69% (0.69, 0.63 and 0.51 for dilution factors
12,600, 5100 and 2600, respectively). For all samples, good corre-
lation was observed between the sensor values and enzymatic or

chemical methods.

The collected analytical data confirm the possibility to exploit
the developed FdDH-based biosensors for FA assay in real samples
using a standard addition test.

4. Conclusion

Reagentless amperometric FA biosensors based on NAD+- and
glutathione-dependent FdDH isolated from the gene-engineered
methylotrophic yeast H. polymorpha have been developed.
Screening of different mediators revealed that an Os-complex
containing cathodic electrodeposition paints exhibited the best
catalytic activity. Among five tested polymers for biosensors with
CPOs–NAD+–FdDH–GSH–Nafion architecture the best two were
chosen as optimal for entrapping FdDH and NAD+. The first layer
was impregnated with reduced glutathione before it was covered
with a Nafion membrane. This multi-layer sensor architecture pre-
vented leakage of low-molecular cofactors from the bioselective
layer thus avoiding the need for addition of the cofactors to the
analyte solution and provided the observed good operational and
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storage stability. The developed sensors revealed a high selectivity
to FA and a low cross-sensitivity to other aldehydes and methanol.
The observed sensitivity for developed reagentless sensors is 16-
fold higher compared to the previously described biosensor [30]
and is much higher than required for detection of the permissi-
ble level FA in different environmental media and FA containing
products. The sensors were successfully applied for FA determina-
tion in some real samples of commercial preparations of formalin
and pharmaceuticals. A good correlation was observed between the
data of FA testing by the FdDH-based biosensor’s approaches and
enzymatic or standard chemical methods.
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42] W. Schuhmann, H. Wohlschläger, J. Huber, H.-L. Schmidt, H. Stadler, Anal. Chim.

Acta 315 (1995) 113.
43] J.J. Allais, A. Louktibi, J. Baratti, Agric. Biol. Chem. 47 (1983) 1509.
44] R.J.S. Baerends, G.J. Sulter, T.W. Jeffries, J.M. Cregg, M. Veenhuis, Yeast 19 (2002)

37.
45] I.A. Stenina, Ph. Sistat, A.I. Rebrov, G. Pourcelly, A.B. Yaroslavtsev, Desalination

170 (2004) 49.



Talanta 76 (2008) 854–858

Contents lists available at ScienceDirect

Talanta

journa l homepage: www.e lsev ier .com/ locate / ta lanta

Electrochemical determination of chromium(VI) using metallic

nanoparticle-modified carbon screen-printed electrodes

ia G
d de B

ctrod
n of
nano
mea
d in
e ana
rticle

ility, t
d 3.2
Olga Domı́nguez-Renedo, Laura Ruiz-Espelt, Natal
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1. Introduction
The transition metal chromium exists in a number of oxidation
states, all of which are not of equal stability. The most common
valences are 0, +II, +III and +VI. Both Cr(III) and Cr(VI) are found in
nature. Cr(III) is proved to be biologically essential and related to
human glucose tolerance [1]. However, Cr(VI) species are carcino-
genic and toxic. The major toxic effects of Cr(VI) are chronic ulcers,
dermatitis, corrosive reaction in nasal septum and local effects in
the lung [2].

Chromium is commonly used in metallurgical, refractory and
chemical industries, such as in pigment and paint production, gal-
vanizing, plating, tanning as well as timber. It may be released in
a considerable amount into the environment. Therefore, an accu-
rate determination of each species rather than a total concentration
level is required to evaluate the physiological and toxicological
effects.

Various techniques for the determination of Cr(III) and Cr(VI)
have been developed in recent years. The common method was
the separation of chromium ions by high-performance liquid chro-
matography (HPLC) often coupled with sophisticated detection
systems such as inductively coupled plasma (ICP) atomic emission
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es (CSPEs) modified with metal nanoparticles present an interesting alter-
chromium(VI) by differential pulse voltammetry (DPV).
particle deposits have been obtained by electrochemical deposition. Scan-
surements show that the electrochemically synthesized silver and gold
aggregated form.
lytical procedures developed in this work were 8.5×10−7 and 4.0×10−7 M
-modifed CSPE, respectively.
he precision of the above-mentioned method was calculated at 6.7% in
1% for gold nanoparticle CSPE.

© 2008 Elsevier B.V. All rights reserved.

or mass spectrometry [3–6]. However, these procedures do not sat-
isfy all requirements for routine analysis, mainly because of their
complicated process design, time consumption or the high cost of
instrumentation.

Electrochemical methods, in particular, adsorptive stripping
voltammetry [7–11], have important advantages such as high sen-

sitivity, low detection limit, relative simplicity and low cost of
equipment and automatic on-line and portable options, for the
determination of metals at trace levels.

Screen-printed electrodes are planar devices with plastic sub-
strates that are coated with layers of electroconductive and insu-
lating inks at controlled thickness. The advent of screen-printed
(thick-film) technology has made it possible to mass-produce
inexpensive disposable electrodes for use with electrochemical
instruments [12–16]. Their use in potentiometric, amperometric
and voltammetric devices have been reported for the detection of
different heavy metals [17–24] although the bibliography shows
very few examples of determination of chromium with this kind of
electrodes [11].

The great versatility of screen-printed electrodes resides in
their wide range of possible modifications. In fact, the compo-
sition of the inks used in the printing process can be modified
by the addition of substances of a very different nature, such as
metals, enzymes, polymers, complexing agents, etc. Moreover, the
possibility also exists of modifying the electrodes once they have
been printed through the deposition of films containing those
substances.
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The design of new nanoscale materials has acquired ever-greater
importance in recent years due to their wide-ranging applications
in various fields. Among these materials, metallic nanoparticles are
of great interest due to their important properties and their numer-
ous possible applications [25,26]. The bibliography lists numerous
methods describing the synthesis of metallic nanoparticles in solu-
tion as well as by deposition on solid surfaces. These methods
include chemical synthesis by means of reduction with differ-
ent reagents [27], UV light or electron-beam irradiation [28] and
electrochemical methods [29–34]. The latter provides an easy
and rapid alternative for the preparation of metallic nanoparticle
electrodes in a short period of time. In spite of their possibili-
ties these nanoparticle-modified carbon screen-printed electrodes
have not been highly used in the analysis of toxic elements. To
the best author’s knowledge only four works are described about
the determination of arsenic [35,36] and antimony [37,38] using
nanoparticle-modified screen-printed electrodes.

Silver and gold nanoparticle-modified carbon screen-printed
electrodes show important advantages when they are used as work-
ing electrodes in electrochemical techniques. However, only a few
works are described in the reference literature on the fabrication
and analytical applications of such electrodes in the analysis of
different metals including chromium [37–39].

The aim of this work is the voltammetric determination of
Cr(VI) using screen-printed electrodes modified with silver and
gold nanoparticles.
2. Experimental

2.1. Reagents

All solutions were prepared with deionized water obtained with
a Barnstead NANO Pure II system.

Hydrogen tetrachloroaurate (III) trihydrate (HAuCl4) was
purchased from Sigma–Aldrich (analytical-reagent grade,
Sigma–Aldrich, Steinheim, Germany) and silver perchlorate
hydrate from Fluka (Buchs, Switzerland).

Stock standard solutions of Cr(VI) were prepared by dissolving
the adequate amount of K2Cr2O7 (analytical-reagent grade, Merck,
Darmstadt, Germany) in water.

Electrodag PF-407 A (carbon ink), Electrodag 418 SS (silver ink),
Electrodag 6037 SS (silver/silverchloride ink) and Electrodag 452 SS
(dielectric ink) were supplied by Achenson Colloiden (Scheemda,
The Netherlands).

The Britton–Robinson buffer solution consisted in a 0.04 M o-
boric acid, 0.04 M o-phosphoric acid and 0.04 M acetic acid solution
prepared using Merck analytical grade reagents. Solutions of dif-

Fig. 1. SEM images of: (a) silver nanoparticle-modified CSPE formed by electrodeposition
modified CSPE formed by electrodeposition from a 0.10 mM HAuClO4 solution during 600
lanta 76 (2008) 854–858 855

ferent pH values ranging from 2 to 12 were prepared from this
solution by the addition of 0.2 M sodium hydroxide (analytical-
reagent grade, Merck, Darmstadt, Germany).

Sulphuric acid was purchased from Merck (analytical-reagent
grade, Merck, Darmstadt, Germany).

2.2. Apparatus

Screen-printed electrodes were produced on a DEK 248 print-
ing machine (DEK, Weymouth, UK) using polyester screens with
appropriate stencil designs, mounted at 45◦ to the printer stroke.

Voltammetric measurements were taken using a �Autolab Type
III electrochemical system with GPES 4.9. software (Eco Chemie,
Utrecht, The Netherlands).

Scanning electron microscopy (SEM) images were obtained
using a JEOL JSM-6460LV with an INCA elemental X-ray analysis
system.

2.3. Screen-printed electrodes preparation

Hand-made screen-printed electrodes were used in the deter-
mination of Cr(VI). For the construction of the screen-printed
electrodes, successive layers of different inks were printed onto
a PVC strip substrate (30 mm×15 mm, 0.5-mm thick). Four dif-
ferent screens with appropriate stencils were used to transfer the

required design. The printing procedure has already been described
in previous works [38,40].

2.4. Preparation of nanoparticle-modified electrodes

2.4.1. Silver nanoparticle-modified carbon screen-printed
electrodes

In comparison to other electrochemical methods described
for the generation of silver nanoparticles [32–34], this work
describes an easier procedure to obtain silver nanoparticle-
modified CSPE. The method consists in the electrochemical
deposition of silver on the working electrode surface, using a
0.10 mM AgClO4 solution in Britton–Robinson pH 2. The depo-
sition was performed by applying a potential of −0.80 V during
400 s under stirring. These conditions were found to be the
more adequate for silver nanoparticle generation on the CSPE
surface [37].

SEM analysis shows the formation of silver nanoparticles on
the CSPE surface which are deposited in aggregated form (Fig. 1a).
Moreover, energy-dispersive X-ray (EDX) analysis of CSPE con-
firmed the presence of deposited silver.

from a 0.10 mM AgClO4 solution during 400 s at −0.80 V and (b) gold nanoparticle-
s at 0.18 V.
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Fig. 2. Differential pulse voltammograms for Cr(VI) using: (a) silver nanoparticle-m
CSPE (pH 6): (—) blank; (- - -) [Cr(VI)] = 1 �M. Potentials given versus an Ag/AgCl ref

2.4.2. Gold nanoparticle-modified carbon screen-printed
electrodes

In a similar manner, gold nanoparticles were deposited over the
CSPE surface, using a 0.5 M H2SO4 solution containing 0.10 mM of
HAuClO4. The time and potential of deposition applied were 200 s

and 0.18 V, respectively [38].

SEM analysis shows the formation of gold nanoparticles on
the CSPE surface which have been deposited in aggregated form
(Fig. 1b). Moreover, EDX analysis of CSPE confirmed the presence
of deposited gold.

3. Results and discussion

3.1. Determination of chromium using silver
nanoparticle-modified CSPEs

No analytical signal for chromium(VI) was observed by differ-
ential pulse voltammetry (DPV) when neither Ag nor carbon solid
electrodes were used. However, modification of a graphite elec-
trode by the deposition of silver nanoparticles produced signals of a
sufficiently high quality for analytical purposes, as may be observed
from Fig. 2a. Since Cr(III) did not give any response under these con-
ditions, the observed peak in Fig. 2a at a potential about−0.19 V can
be attributed to the reduction of Cr(VI) to Cr(III).

Fig. 3. Effect of pH in the DPV determination of Cr(VI) using: (a) a silver nanopartic
([Cr(VI)] = 10 �M). Potentials given versus an Ag/AgCl reference electrode.
d CSPE (pH 4): (—) blank; (- - -) [Cr(VI)] = 1 �M and (b) gold nanoparticle-modified
e electrode.

The electrochemical study of chromium in this kind of modified
electrodes was carried out using different supporting electrolytes.
The best results were obtained in acetic–acetate medium. The
experiments performed in this medium at different pH values
showed that the best response for Cr(VI) reduction was obtained

for a value of 6 (Fig. 3a).

3.2. Determination of chromium using gold
nanoparticle-modified CSPEs

The DPV measurements of Cr(VI) using gold solid electrodes
shown that this kind of electrodes are not very sensitive for the
electrochemical determination of Cr(VI). In fact, no response was
obtained for concentrations lower than 5 �M. However, the electro-
chemical reduction of Cr(VI) to Cr(III) by DPV can be observed when
using gold nanoparticle-modified CSPE even at very low Cr(VI) con-
centrations. In fact, a well-defined reduction peak may be observed
in Fig. 2b at about −0.05 V, which is strongly affected by pH. In
Fig. 3b it can be observed that the best conditions were obtained
when a pH 4 acetic–acetate solution was used as the supporting
electrolyte.

3.3. Calibration and detection limit

Once the optimal experimental conditions were found for the
analysis of chromium by means of silver and gold nanoparticle-

le-modified CSPE ([Cr(VI)] = 10 �M) and (b) a gold nanoparticle-modified CSPE
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modified CSPE, a calibration was performed using a least-median-
squares (LMS) regression to detect the existence of anomalous
points [41], which might have led to incorrect adjustments altering
the sensitivity and the detection limit.

The calibration equation obtained by DPV for standard solutions
containing Cr(VI) in the range of concentrations between 5.0×10−7

and 3.8×10−5 M was I = 2.66×10−9 + 1.83×10−2 C (R2 = 0.99) for
silver nanoparticle-modified electrodes. For gold nanoparticle
electrodes, the calibration was made using standard solutions
containing concentrations of Cr(VI) ranging between 4.0×10−7

and 3.0×10−5 M, obtaining the following calibration equation:
I = 1.72×10−9 + 2.01×10−2 C (R2 = 0.99).

Calculation of the detection limit, based on the variability of 10
samples with a very low analyte concentration (2.0×10−7 M), was
calculated according to [42] and ISO 11843-2 [43]. At the chosen
probability level of 5% (˛ = ˇ = 0.05), the detection limits for silver-
and gold-modified electrodes were 8.5×10−7 and 4.0×10−7 M,
respectively.

3.4. Precision

This parameter was calculated in terms of reproducibility. A
series of five measurements of samples containing 10−7 M of Cr(VI)
were carried out obtaining a %R.S.D. value of 6.7% and 3.21% for
silver and gold, respectively.

3.5. Accuracy

As the best results, in terms of sensibility and reproducibility,
were obtained for the gold nanomodified electrodes, the accuracy
of the method was evaluated only for this kind of electrodes. The
analysis of a certified sample in comparison to the corresponding
National Institute of Standards and Technology was analyzed. The
Cr(VI) concentration quantified (1002±12 mg L−1; n = 5; ˛ = 0.05)
matches the certified value of the sample (1000±2 mg L−1) consid-
ering the associated uncertainties. Therefore, the proposed method

is both accurate and suitable for the analysis of Cr(VI) in water
samples.

3.6. Recovery

Recovery studies were carried out in different spiked water sam-
ples with Cr(VI). The results obtained are shown in Table 1. On the
basis of these results, it may be affirmed that no influence of the
matrix composition of the water sample was observed.

3.7. Interferences

An analysis of any possible effects caused by the presence of
foreign ions in the electrochemical response of Cr(VI) at silver and
gold nanoparticles-modified electrodes was carried out. No one of
the metallic ions analyzed – Cd(II), Cu(II), Ni(II), Pb(II), Zn(II), Sn(II)
and Cr(III) – produced an interfering electrochemical signal in the
determination of Cr(VI) with silver nanoparticle CSPEs in the range
of concentrations between 10−7 and 10−4 M. In the case of gold
nanomodified CSPEs, only Cu(II) concentrations higher than 10−5 M
gave rise to peaks in the same zone of potentials as Cr(VI).

Table 1
Recovery studies in spiked water samples by means of DPV with a gold nanoparticle-
modified CSPE (n = 5; ˛ = 0.05, Britton–Robinson pH 4)

Sample Cr(VI) added (M) Cr(VI) found (M)

Tap water 1.00×10−6 1.01×10−6 ± 1.67×10−8

Seawater 1.00×10−6 9.99×10−7 ± 1.20×10−8

[

[
[
[
[

[

Fig. 4. DPV voltammograms in a silver nanoparticle-modified CSPE: (- - -)
[Cr(III)] = 10 �M, (—) [Cr(III)] = 10 �M and [Cr(VI)] = 10 �M. Potentials given versus
an Ag/AgCl reference electrode.

From these results, it can be affirmed that the nanoparticle-
modified CSPE constructed according to the method described in
this paper is an excellent electrochemical sensor for sensitive and
highly selective analysis of Cr(VI), even in the presence of high con-
centrations of foreign ions. In this respect, the analysis of Cr(VI) in
the presence of Cr(III) is of special interest. The described method
allows the analysis of Cr(VI) even in the presence of high concen-
trations of Cr(III), as it can be seen in Fig. 4.

4. Conclusions

The silver and gold nanoparticle-modified carbon screen-
printed electrodes developed in this work present an environmen-
tally friendly method for the analysis of chromium. They offer
an important advantage from other electrodes in the analysis of
chromium. The developed electrodes allow the selective analysis of
Cr(VI) in the presence of even high concentrations of Cr(III) offering
a method for the speciation analysis of this specie.
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1. Introduction

Heparin is a highly sulfated glycosaminoglycan [1]. It is a widely

used anticoagulant drug for surgical procedures and extracorporeal
therapies. Because of its short biologic half-life and the potential
bleeding risk, the accurate monitoring of heparin is critical [2–4].
The most commonly used clinical assays are the activated clotting
time measurement and antifactor Xa assay [4]. Despite wide clinical
use for many years, these methods are not specific for heparin and
lack speed.

In the past few years, there has been an extensive effort to
develop the direct monitoring of heparin based on a spectropho-
tometric analysis [5–9]. In general, a heparin sensor compound
is composed of heparin recognition elements and signaling
molecules. A signaling technique for heparin binding is one of
the most important issues for the heparin sensor. For exam-
ple, a halide-sensitive fluorophore 6-methoxyquinolium has been
attached to a heparin-specific peptide sequence [8]. The fluores-
cence of the heparin sensor was quenched in a NaCl aqueous
solution because Cl− ion acted as a quencher of quinolium. Heparin
binding induced displacement of the Cl− ion around the quino-
lium, and the fluorescence of the quinolium then recovered. This
approach is an excellent achievement in supramolecular chem-
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fluorometric heparin assay has been developed using the self-quenching
beled protamine (F-protamine). The binding between F-protamine and
rescence quenching due to enhancing the proximity of the F-protamine
F-protamine (5.9 �g/mL) decreased to 13% in the presence of 2.0 �g/mL
self-quenching system is that the detection can be carried out without
e present system, we could monitor the therapeutic level of heparin in
se was quick. These properties of the self-quenching system are suitable

© 2008 Elsevier B.V. All rights reserved.

istry. However, there is the possibility that the use of a quencher
or indicator causes unexpected errors. It is recognized that sensor
compounds, which do not require other indicators, are desirable for
practical use [7,9].

We have utilized the self-quenching phenomenon of fluorescein
as a new signaling technique for heparin detection. The self-

quenching of FITC-derivatives is attributed to the resonance energy
transfer between the fluorescein molecules [10–14]. Fluorescein
has a high potential for self-quenching because the emission spec-
trum sufficiently overlaps with the absorption spectrum. During
self-quenching, fluorescein molecules must be within a critical dis-
tance of each other. It has been reported that the Forster distance
for the self-quenching of fluorescein is about 42 Å [10]. Since this
distance is comparable to or greater than the size of many proteins,
the self-quenching phenomenon has been used to study protein
folding and macromolecule association reactions [11–13]. Recently,
our group also reported that the fluorescence of FITC-labeled con-
canavalin A was quenched by forming complexes with glycogen
by enhancing the proximity of the FITC-labeled concanavalin A
molecules [15].

These studies of self-quenching prompted us to use FITC-
derivatives for the fluorometric determination of heparin. To get
a strong binding ability for heparin, we selected protamine as
a heparin recognition element and prepared FITC-labeled pro-
tamine (F-protamine). Protamine is a highly basic peptide that
forms a stable complex with heparin through electrostatic interac-
tions [16–18]. The average molecular weight of protamine (about
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For the preparation of F-protamine, the ratio of FITC/protamine
is important because fluorescence of a highly FITC labeled molecule
is quenched by self-quenching without complexation to heparin
[14]. The ratio of FITC/protamine was determined by comparing
the UV–vis spectra of the F-protamine and fluorescein solution at
pH 7.4. The ratio of FITC/protamine was calculated to be 0.8, which
was used for the present system.

Fig. 1 shows the fluorescence emission spectra of 5.9 �g mL−1

F-protamine with various concentrations of heparin. The spectra
exhibited an emission maximum at 518 nm which was derived from
the FITC moiety [22]. The fluorescence intensity at 518 nm linearly
decreased with the increasing heparin concentration. When the
concentration of heparin was 2.0 �g mL−1, the fluorescence inten-
sity decreased to 13% (Figs. 1 and 2). This result indicates that
the self-quenching of F-protamine is successfully achieved upon
complexation with heparin, and we can monitor the heparin con-
centration by the fluorescence intensity of F-protamine.

We also used pH 3.0 solutions instead of pH 7.4 solutions. At pH
3.0, the fluorescent intensity at the emission maximum (517 nm)
decreased to 43% in the presence of 5.0 �g mL−1 heparin (Fig. 2).
Y. Egawa et al. / Tal

Scheme 1. Schematic representation of self-quenching of F-protamine upon com-
plexation with heparin.

5000 Da) is relatively small compared to that of heparin (about
15,000 Da) [18]. In addition, heparin is a linear polysaccharide
[1]. Thereby, one heparin molecule may bind more than one pro-
tamine molecule [19]. The complexation of F-protamine/heparin
may induce self-quenching by enhancing the proximity of the F-
protamine molecules (Scheme 1). It should be noted that this assay
system does not require the use of other indicators, which will be
advantage for practical use.

In this study, we demonstrate that heparin can be quanti-
tatively detected in a therapeutic concentration by utilizing the
self-quenching phenomenon of F-protamine. The self-quenching
system was investigated with respect to its measurement range,
selectivity, and response time.

2. Experimental

2.1. Materials

Protamine sulfate (from salmon), heparin sodium salt, chon-
droitin sulfate A sodium salt, hyaluronic acid sodium salt,
and bovine serum albumin (BSA) were purchased from Wako
Pure Chemical Industries, Ltd. (Osaka, Japan). Fluorescein-4-
isothiocyanate (FITC) was obtained from Dojindo Laboratories
(Kumamoto, Japan). Low molecular weight heparin sodium salt
(average molecular weight ∼3000) and bovine plasma were from
Sigma–Aldrich. All other chemicals used in this study were of the
highest grade available and were used without further purifica-
tion. F-protamine was prepared according to a previous procedure
[20]. FITC (19 �mol) dissolved in pyridine (1.0 mL) was added to

a solution containing 10 �mol protamine, 1.0 M NaCl and 0.10 M
NaHCO3 (20 mL, pH 9.1) The resulting solution was stirred for 2 h at
room temperature and dialyzed against water using a dialysis tube
(molecular mass cutoff 3000 Da) to remove unreacted FITC.

2.2. Apparatus

The fluorescence emission spectrum was measured using a Shi-
madzu RF-5300PC spectrofluorophotometer (Kyoto, Japan). The
UV–vis absorption spectrum was recorded by a Shimadzu 3100PC
spectrophotometer (Kyoto, Japan).

2.3. General procedure for heparin detection with F-protamine

A stock solution (0.3 mL) containing various concentrations of
heparin was mixed with an F-protamine solution (6.5 �g mL−1,
2.7 mL) in a cuvette for the fluorescence measurements. The result-
ing concentration of F-protamine was 5.9 �g mL−1. The pH of the
solutions was adjusted to 7.4 (10 mM phosphate) or 3.0 (10 mM
acetate). The fluorescence emission spectra of the pH 7.4 solu-
tion were measured with excitation light at 493 nm because the
6 (2008) 736–741 737

UV–vis absorption maximum of F-protamine was observed at this
wavelength. For the pH 3.0 solution, 439 nm light was used for the
excitation.

2.4. Stoichiometric analysis of F-protamine/heparin complex

The stoichiometry of F-protamine/heparin was determined by
the Job’s plot [21]. The heparin and F-protamine concentrations
were calculated by assuming an average molecular mass of 15,000
and 5000 Da, respectively [18]. A 1.3 �M solution of F-protamine
and the same concentration of heparin solution were separately
prepared. They were mixed at varying volume ratios, but the total
volume was constant at 3 mL. �I is the fluorescence change due to
the observed complexation; from the fluorescence intensity of the
solution containing F-protamine was subtracted that of the solu-
tion containing F-protamine and heparin. The observed �I values
were plotted versus the volume ratio of the heparin solutions. All
experiments were carried out at room temperature (∼20 ◦C).

3. Results and discussion

3.1. Heparin detection with F-protamine
Fig. 1. Fluorescence emission spectra of F-protamine solution (5.9 �g mL−1) in the
absence and presence of heparin (0, 0.1, 0.2, 0.5, 1.0, 2.0 �g mL−1) at pH 7.4. F-
protamine was excited by 493 nm light.
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Fig. 2. Fluorescence intensity change of F-protamine solution (5.9 �g mL−1) as a
function of concentration of heparin at pH 7.4 (©, �ex = 493 nm, �em = 518 nm) and

3.0 (�, �ex = 439 nm, �em = 517 nm).

This result indicates that the pH 3.0 solution can also be used in the
present system.

The quenching of F-protamine is lower at pH 3.0 than at pH 7.4.
The difference in the self-quenching behavior is probably due to the
pH sensitivity of fluorescein. The absorption and emission spectra
of fluorescein change depend upon the pH value of the solution. The
F-protamine solution at pH 7.4 exhibited an absorption maximum
at 493 nm and an emission maximum at 518 nm. The difference
between the positions of the band maxima of the absorption and
emission spectra (Stokes shift) was 25 nm at pH 7.4. At pH 3.0, the
Stokes shift increased to 78 nm. A small Stokes shift means a large
overlap of the absorption and emission spectra, which is indispens-
able for the self-quenching. The small Stokes shift at pH 7.4 probably
causes a significant quenching of F-protamine.

3.2. Stoichiometric analysis of F-protamine/heparin complex

To determine the stoichiometry of the F-protamine/heparin in
the complex, we used Job’s method (Fig. 3) [21]. According to Sec-

Fig. 3. Job’s plot of F-protamine and heparin at pH 7.4 (©, �ex = 493 nm,
�em = 518 nm) and pH 3.0 (�, �ex = 439 nm, �em = 517 nm).
6 (2008) 736–741

tion 2.4, a 1.3 �M F-protamine solution and the same concentration
of heparin solution were mixed at varying volume ratios. At pH 7.4,
the maximum value of �I was observed when the volume ratio
of heparin was about 0.1. This result means that the stoichiom-
etry of the F-protamine/heparin in the complex was about a 9/1
molar ratio. The stoichiometry of the F-protamine/heparin by mass
was about 3/1, which was higher than that of the native protamine
(1.1/1 to 1.5/1 in mass) [19]. At pH 3.0, the maximum value of �I
was found around a 0.20 volume ratio of heparin, and the stoi-
chiometry of the F-protamine/heparin was about a 4/1 molar ratio
(1.3/1 by mass). These results indicate that multiple F-protamine
molecules were assembled on a heparin molecule in the complex
at pH 7.4 and 3.0, which supports the proposed mechanism for
self-quenching of F-protamine. The difference in stoichiometry is
probably due to the pH-induced structural change in fluorescein. At
pH 7.4, fluorescein has two negative charges [22]. It is likely that the
anionic charges reduce the electrostatic repulsion between the F-
protamine molecules, which results in a high F-protamine/heparin
ratio. The closely-packed F-protamines at pH 7.4 may cause a sig-
nificant quenching of F-protamine because the quenching of the
FITC-derivatives depends on their proximity. In contrast, the major
conformation of fluorescein at pH 3.0 is the neutral form [22]. As in
the case of the native protamine, there is a strong repulsion between
the F-protamine molecules at pH 3.0.

3.3. The selectivity and sensitivity of F-protamine

Fig. 4(a) shows the fluorescence responses of F-protamine to
heparin, low molecular weight heparin (average molecular weight
∼3000), chondroitin sulfate, and hyaluronic acid. Hyaluronic acid
was monitored in the range of 0.10–1.0 mg mL−1 since its solubil-
ity was low. These results show that the selectivity of F-protamine
is related to the anionic charge of the analytes, that is hep-
arin > chondroitin sulfate > hyaluronic acid.

The addition of 150 mM NaCl improved the selectivity for hep-
arin (Fig. 4(b)). High concentrations of Na+ and Cl− screen the
charges of polyelectrolytes and decrease the affinity between F-
protamine and glycosaminoglycan. It is likely that only highly
anionic heparin can bind to F-protamine in the high ionic strength
condition. This result shows the possibility of using this sensor
directly in biological media.

The response to low molecular weight heparin (average molec-
ular weight ∼3000 Da) is similar to that of native heparin (average
molecular weight ∼15,000 Da). This result can be explained with

the self-quenching mechanism of F-protamine. The fluorescence
intensity of F-protamine is closely relevant to the distance between
F-protamine molecules. This distance depends on the charge
density of glycosaminoglycan. Because native heparin and low
molecular weight heparin have virtually the same charge density,
they induce the similar fluorescence change of F-protamine. This
result indicates that the present system can be applied to low
molecular weight heparin that is recently being very often used
due to fewer side-effects [23].

We carried out the binding study with 0.59 mg/mL F-protamine
in the presence of 150 mM NaCl (Fig. 4(b)). In this condition, the
fluorescence intensity changed depending on the heparin concen-
tration in the range of 0.010–0.20 �g/mL. This result indicates that
the measurement range can be changed by selecting a proper con-
centration of F-protamine.

3.4. The effect of albumin

For clinical use, albumin is not negligible even if its binding affin-
ity to a sensor compound is low since the concentration of albumin
in serum is very high (∼40 mg mL−1) [24]. To investigate the effect
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Fig. 4. (a) Fluorescence intensity change of F-protamine solution (5.9 �g mL−1) as
a function of the glycosaminoglycan concentration (©: heparin; �: low molecu-
lar weight heparin; +: chondroitin sulfate; ×: hyaluronic acid, pH 7.4, �ex = 493 nm,
�em = 518 nm). The effect of hyaluronic acid was investigated in the range of
0.10–1.0 �g mL−1 due to its low solubility. (b) In the presence of 150 mM NaCl,
fluorescence intensity change of 5.9 �g/mL F-protamine solution (©: heparin; �:
low molecular weight heparin; +: chondroitin sulfate) and 0.59 �g/mL F-protamine
solution (�: heparin) at pH 7.4 (�ex = 493 nm, �em = 518 nm).

of albumin on the present system, we measured the fluorescence
of F-protamine in the presence and absence of BSA.

Addition of BSA induced a decrease of the fluorescence intensity
of F-protamine. This result suggests the electrostatic interaction
between BSA and F-protamine. Because BSA has negative charges
at pH 7.4 [25], some F-protamine molecules may bind to one
BSA molecule, which results in the decrease of the fluorescence
intensity of F-protamine. However, about 70% of the fluorescence
intensity remained when the BSA concentration was in the range
of 0.20–4.0 mg mL−1. The most likely cause for the incomplete
quenching is the low charge density of BSA. An important find-
ing here is that the fluorescence intensity of F-protamine does not
Fig. 5. Fluorescence intensity change in F-protamine solution (5.9 �g mL−1) in the
presence of 4.0 mg BSA as a function of the heparin concentration at pH 7.4 (©,
�ex = 493 nm, �em = 518 nm) and pH 3.0 (�, �ex = 439 nm, �em = 517 nm).

change even though the concentration of albumin slightly changes.
Taking advantage of this property, we monitored the heparin con-
centrations in the presence of albumin.

We prepared heparin stock solutions in the presence of
40 mg mL−1 BSA which corresponds to the concentration of albu-
min in serum [24]. It is known that a therapeutic concentration of
heparin is in the range of 0.2–1.2 U mL−1, which is calculated to be
1.5–9.2 �g mL−1 based on the activity of heparin used in this study
(∼130 U/mg) [2–4]. Thereby, the concentration of heparin was set in
the range of 1.0–20 �g mL−1. A 0.3 mL aliquot of the stock solution
was added to 2.7 mL of the F-protamine solution (6.5 �g mL−1).

The fluorescence intensity decreased depending on the concen-
tration of heparin even in the presence of 4.0 mg mL−1 BSA (Fig. 5).
This result indicates that the present system can be used with a
therapeutic level of heparin in the presence of a high concentration
of albumin.

We also investigated the effect of BSA in a pH 3.0 solution. The
fluorescence intensity of F-protamine at pH 3.0 remains virtually
unchanged upon BSA addition. It is likely that BSA does not interact

with F-protamine because both of them have positive charges at pH
3.0 [25]. We tried to prepare pH 3.0 stock solutions containing hep-
arin and BSA. However, a large amount of precipitate was formed,
which was due to the electrostatic interaction between heparin and
BSA at pH 3.0. To avoid precipitation, we used the pH 7.4 stock solu-
tion containing heparin and BSA. The stock solution (0.3 mL, pH 7.4)
was added to the F-protamine solution (2.7 mL, pH 3.0). We con-
firmed that the resulting solution pH was 3.0. The titration result
is shown in Fig. 5. The fluorescence intensity decreased depending
on the heparin concentration. These results suggest that using the
acidic pH is a good way to avoid the effect of BSA, although the flu-
orescence intensity and self-quenching were lower at pH 3.0 than
at pH 7.4.

3.5. The response for heparin in plasma

A 0.3 mL aliquot of the bovine plasma was added to 2.7 mL
of the F-protamine solution (6.5 �g mL−1 F-protamine, 150 mM
NaCl). At pH 7.4, the fluorescence intensity of F-protamine at
518 nm decreased to 52% upon addition of plasma without heparin
(Fig. 6(a)). This decrease of fluorescence intensity is due to nonspe-
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ra of
7.4 (©
Fig. 6. The response for heparin in bovine plasma. (a) Fluorescence emission spect
(�ex = 493 nm), (b) at pH 3.0 (�ex = 439 nm). (c) Fluorescence intensity change at pH
cific bindings. Increase of the heparin concentration induced the
further decrease of fluorescence intensity (Fig. 6(a) and (c)).

At pH 3.0, a 0.3 mL aliquot of the bovine plasma was added
to 2.7 mL of the F-protamine solution (6.5 �g mL−1 F-protamine,
150 mM NaCl). The fluorescence intensity of F-protamine at pH 3.0
remains virtually unchanged upon plasma addition (Fig. 6(b)). The
fluorescence intensity decreased depending on the concentration
of added heparin (Fig. 6(b) and (c)).

We confirmed that the responses at pH 7.4 and 3.0 were quick
(within 1 min). These results indicated that this self-quenching sys-
tem of F-protamine can be used for plasma sample. In particular,
using acidic pH is suitable for avoiding nonspecific binding.

4. Conclusion

We have demonstrated a new signaling technique for heparin
detection utilizing the self-quenching phenomenon of FITC-
derivatives. The fluorescence intensity of F-protamine decreased
depending on the heparin concentrations. Based on the stoi-
F-protamine solution (5.9 �g mL−1) varying the concentration of heparin at pH 7.4
, �ex = 493 nm, �em = 518 nm) and pH 3.0 (�, �ex = 439 nm, �em = 517 nm).
chiometry analysis, it was confirmed that multiple F-protamine
molecules were assembled on a heparin molecule in the com-
plex. The proximity of the F-protamine molecules in the complex
is probably responsible for the self-quenching. An advantage of the
self-quenching system is that the optical signal can be produced
without using other indicators. With the present system, we can
monitor the therapeutic level of heparin even in plasma. In addi-
tion, the response is quick. These properties of the self-quenching
system are suitable for practical use.
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1. Introduction

Phthalate esters (PEs) are well-known polymer additives that
are used in formulations of pesticides, paints, poly (vinyl chlo-
ride) plastics, and etc. However, their most important use by far
is as plasticizers, improving the flexibility and workability of poly-
meric materials. Having the mentioned properties, the phthalate
esters production and their use have increased significantly in the
recent years. The main drawback of PEs is that they can migrate
from the material to the environment and, consequently, pollute
water, soil, air, food products [1–5]. Furthermore, certain phthalate
esters and/or their metabolites are suspected to be human cancer-
causing agents and endocrine disruptors [6,7] which makes their
trace determination of special importance.

The most commonly used phthalates include bis-2-ethylhexyl
phthalate (DEHP), di-n-butyl phthalate (DnBP) and butyl benzyl

∗ Corresponding author at: Center of Excellence in Electrochemistry, Faculty of
Chemistry, University of Tehran, P.O. Box 14155-6455, Tehran, Iran.
Tel.: +98 21 61112294; fax: +98 21 66405141.

E-mail address: norouzi@khayam.ut.ac.ir (P. Norouzi).

0039-9140/$ – see front matter © 2008 Published by Elsevier B.V.
doi:10.1016/j.talanta.2008.03.002
155-6451, Tehran, Iran

phase microextraction (LPME) technique was developed using directly
coupled with gas chromatography–mass spectrometry (GC–MS), for the
n of phthalate esters (dimethyl phthalate, diethyl phthalate, diallyl phtha-
), benzyl butyl phthalate (BBP), dicyclohexyl phthalate and di-2-ethylhexyl
mples. Microextraction efficiency factors, such as nature and volume of
re, salt effect, stirring rate and the extraction time were investigated and
d extraction conditions (extraction solvent: 1-dodecanol; extraction tem-
me: 7 �L; stirring rate: 750 rpm, without salt addition and extraction time:
proposed method were evaluated. The values of the detection limit were

1, while the R.S.D.% value for the analysis of 5.0 �g L−1 of the analytes was
ity (r2 ≥0.9940) and a broad linear range (0.05–100 �g L−1) were obtained.
ent factor values ranging from 307 to 412. Finally, the designed method
e preconcentration and determination of the studied phthalate esters in
d satisfactory results were attained.

© 2008 Published by Elsevier B.V.

phthalate (BBP). DEHP is the most widely used PE in the world and

it represents a quarter of the total plasticizers production [8]. These
phthalates are on the first three priority lists for the risk assessment,
in accordance with the European Union’s Regulation 793/93 on the
existing substances [9,10]. The US Environmental Protection Agency
(EPA) has set the maximum contamination level (MCL) for DEHP in
water systems at 6 �g L−1 and recommended that concentrations
above 0.6 �g L−1 should be closely monitored [11].

Gas chromatography (GC) [12–15] and high performance liq-
uid chromatography (HPLC) [16–18] have been used commonly
for the detection of these compounds in water samples. Nev-
ertheless, when the concentration levels are low, a previous
enrichment step is usually needed. The preconcentration tech-
niques, which are commonly applied to monitor phthalates in
water, are liquid–liquid extraction (LLE) with dichloromethane or
hexane [2,15] and solid-phase extraction (SPE) [2,16,18]. However,
these sample pretreatment methods are considered expensive,
time-consuming and labor-intensive methods, which often result
in high blank values [19].

Solid-phase microextraction (SPME), now a commercial prod-
uct, was developed by Pawliszyn’s group [20]. It is an innovative
solvent-free procedure that has gained tremendous popularity. It
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satisfies most of the desired characteristics of a sample prepara-
tion technique mentioned above, having been used for numerous
applications particularly in environmental, biological and phar-
maceutical analyses [21–27], including some PEs [4,5,17,27]. In
addition, it is portable, relatively fast and it can be automated and
coupled online with analytical instrumentation. Nevertheless, the
coated fibers may be considered to be expensive and, for some
applications, they have limited lifetimes [28,29].

Liquid-phase microextraction (LPME) is a fairly new method of
sample preparation [30]. It is a miniaturized implementation of the
conventional LLE, where only microliters of the solvents are used.
LPME has been used to preconcentrate compounds from aque-
ous samples [31–38]. In 2003, Psillakis and Kalogerakis developed
the hollow-fiber LPME (HFLPME), combined with GC for the PEs
determination in water samples [39]. This technique is simple, inex-
pensive and providing minimal exposure to toxic organic solvents.

Recently, Yamini and co-workers have reported a simple and
efficient preconcentration and microextraction method, based on
LPME, which was initially applied for the determination of poly-
cyclic aromatic hydrocarbons (PAHs) in water samples [40]. In this
technique, a free microdrop of the organic solvent is delivered to
the surface of an aqueous sample, while being agitated by a stirring
bar in the bulk of the solution. Under the proper stirring conditions,
the suspended microdrop can remain in the top-center position of
the aqueous sample. After the completion of the extraction, the
sample vial is cooled by placing it into an ice bath for 4 min. The
solidified microdrop is then transferred into a conical vial, where
it melts immediately. Finally, the analytes determination in the

extractant can be performed by GC. This quantitative LPME method
is a green and satisfactory analytical procedure, for which excellent
accuracy and precision are demonstrated, being simpler and more
convenient, compared with the conventional sample preparation
methods.

The goal of this study was to assess the technique suitability for
the detection of a group of the PEs compounds in water samples.
The analytes were monitored by gas chromatography combined
with mass spectrometry (GC–MS). The influence of different exper-
imental parameters on the yield of the sample preparation step is
described and discussed. In the end, this recommended method
was employed to investigate the levels of the target species in sev-
eral water samples.

2. Experimental

2.1. Reagents

The studied compounds were dimethyl- (DMP), diethyl-
(DEP), diallyl- (DAP), di-n-butyl- (DnBP), benzyl butyl- (BBP),
dicyclohexyl- (DCHP) and di-2-ethylhexyl- (DEHP) phthalate

Table 1
Retention times, selected ions, scan start time and some quantitative data of the PEs stud

Compound Retention time (min) Selected ions (m/z) Scan start time (min)

DMP 10.5 163, 194 10.0 f

DEP 11.4 149, 177 11.0
DAP 13.8 149, 189 13.3
DnBP 15.5 149, 223 15.0
BBP 18.8 149, 206 18.3
DCHP 20.2 149, 167 19.8
DEHP 20.4 149, 279 20.3

a Limit of detection for S/N = 3.
b Concentration unit is �g L−1.
c Linear range.
d Enrichment factor.
e Relative standard deviation at the concentration of 5.0 �g L−1 of each PE.
f The MS detector was OFF before the time point of 10.0 min.
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esters. All PEs were purchased from Merck (Darmstadt, Germany).
The stock standard solutions of 2000.0 mg L−1 of each compound
were prepared in methanol. The working standard solution of
100 mg L−1 was prepared weekly in methanol. The stock and work-
ing standard solutions were stored at 4 ◦C at the refrigerator. The
aqueous solutions were prepared daily by diluting the working
solution with water. The used reagent water was purified with a
Milli-Q water purification system (Millipore, Bedford, MA, USA).
1-Undecanol, 1-dodecanol, 2-dodecanol and n-hexadecane as the
extraction solvents, benzyl benzoate as the internal standard as well
as sodium chloride were purchased from Merck (Darmstadt, Ger-
many). A solution of the internal standard with the concentration
of 2.0 mg L−1 in 1-dodecanol was used as the extracting solvent.

2.2. Instrumentation

The analysis was performed on a Hewlett-Packard (Agilent Tech-
nologies, Palo Alto, CA, USA) HP 6890 series GC, equipped with
a split/splitless injector and a HP 5973 mass selective detector
system. The MS was operated at the electron impact (EI) mode
(70 eV). The chromatographic data were recorded using a HP
Chemstation, which was controlled by Windows NT (Microsoft).
Helium (99.999%) was employed as carrier gas at the flow rate of
0.8 mL min−1. The analytes were separated on a 30 m×0.25 mm
i.d.×0.25 �m film thickness DB-5MS gas chromatographic column
(J&W Scientific, Folsom, CA, USA) with the following oven temper-
ature program: initial 60 ◦C, from 60 ◦C (held 3 min) to 180 ◦C at

20 ◦C min−1, increased at 10 ◦C min−1 to 285 ◦C and held for 5 min.
The injection port was operated at 350 ◦C and was used at the split
mode with a split ratio of 1:10. The EI ion source, quadrupole mass
analyzer and the interface temperature were maintained at 230,
150 and 280 ◦C, respectively. The MS was tuned to m/z 69, 219 and
502 for the EI corresponding to perfluorotetrabutylamine (PFTBA).
It was equipped with the mass spectral library Wiley 275, which
was used to compare the obtained experimental spectra. The MS
was operated on the total ion current (TIC) mode, scanning from m/z
50 to 550 for identification purposes. To gain the highest possible
sensitivity, the acquisition was performed at the selected ion mon-
itoring (SIM) mode, based on the selection of some mass peaks of
the highest intensity for each compound. Table 1 lists the retention
times, selected masses and the start scan times for each compound
studied by GC–MS.

A magnetic heater-stirrer (IKA-Werke, Staufen, Germany) and
an 8 mm×1.5 mm PTFE coated stirring bar were used to stir the
solutions. A simple water bath placed on the heater-stirrer was used
for control the temperature of the sample solutions. All injections
were carried out using a 1.00 �L microsyringe (zero dead volume,
cone tip needle, SGE, Australia).

ied by the LPME–GC–MS

LODa,b (�g L−1) r2 LRb,c (�g L−1) EF d R.S.D.%e (n = 4)

0.03 0.9947 0.05–100 391 5.8
0.02 0.9959 0.05–100 358 6.4
0.02 0.9953 0.05–50 412 7.7
0.03 0.9960 0.05–50 376 5.5
0.03 0.9940 0.05–100 389 7.3
0.05 0.9971 0.1–50 307 6.9
0.02 0.9955 0.05–100 409 6.1
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2.3. Analytical procedure

A total of 10.0 mL of the aqueous PEs solution (containing
5.0 �g L−1 of each PE) was transferred into an 11.0 mL vial. 10.0 �L
of 1-dodecanol were delivered to the solution surface using a
10.0 �L model 701 N microsyringe (Reno, NV, USA). The vial was
sealed and then the magnetic stirrer was turned on. Under the
proper stirring conditions, the suspended microdrop could remain
in the top-center position of the aqueous sample. In an immiscible
liquid–liquid system with the proper interface tension, the micro-
drop would not break up even in the absence of any support from
the microsyringe needle, polymer rod or other supporting mate-
rial like hallow fibers. On the other hand, the microdrop movement
was affected by the flow field, which favored the promotion of the
mass transfer inside the microdrop [40]. After the desired extrac-
tion time, the sample vial was transferred into an ice beaker and
the organic solvent was solidified after 4 min. Then, the solidified
solvent was transferred into a conical vial and it melted immedi-
ately. Finally, 1.00 �L of the extractant was injected into the gas
chromatograph.

A univariate approach was employed to optimize the influen-
tial factors in this method. All quantifications, made in this study,
were based on the relative peak area of the analyte to the inter-
nal standard (benzyl benzoate) from the average of three replicate
measurements.

3. Results and discussion
3.1. Selection of the extracting solvent

The selection of an appropriate extraction solvent is of great
importance for the optimization of the LPME process. To choose
a suitable organic solvent, the following points should be consid-
ered. Firstly, the chosen solvent should illustrate a high boiling
point and a low vapor pressure in order to reduce the risk of evap-
oration [41]. Secondly, it should exhibit a good chromatographic
behavior [42] and, thirdly, the partitioning coefficient of the ana-
lyte should be high. Furthermore, the solvent must have a good
affinity for the target compounds [43] and, finally, it should demon-
strate a melting point near the room temperature (in the range of
10–30 ◦C) [40]. According to these considerations, several extract-
ing solvents, including 1-undecanol, 1-dodecanol, 2-dodecanol and
n-hexadecane were considered. Among the tested extracting sol-
vents, 1-dodecanol presented the best extraction efficiency (Fig. 1).
Thus, 1-dodecanol was chosen as the extracting solvent in this
investigation. In order to improve the precision and accuracy of the
method, benzyl benzoate was used as the internal standard and
was added into the extracting solvent.

Fig. 1. The effect of the organic solvent type on the extraction efficiency. Conditions:
sample volume, 10.0 mL; extraction temperature, 60◦C; extraction solvent volume,
10.0 �L; stirring rate, 600 rpm; extraction time, 30 min, and without salt addition.
76 (2008) 718–723

3.2. Sample solution temperature

Solution temperature affects extraction kinetics. At higher tem-
peratures, diffusion coefficients of analytes increase, therefore,
this process facilitated the mass transfer of the analyte from
the sample to the organic solvent and the time required to
reach equilibrium decrease [44]. The effect of the sample solu-
tion temperature on the extraction efficiency was studied in
the temperature range of 30–70 ◦C by floating a 1-dodecanol
microdrop for 30 min on the surface of the water samples. The
experimental results clearly exhibited that by increasing the tem-
perature, the extraction efficiency increased for all the analytes.
However, high temperatures (>60 ◦C) can alter the microdrop
size dramatically and cause over-pressurization in the sample
vial, making the extraction system unstable. For this reason, the
solution temperature was held at 60 ◦C for the subsequent experi-
ments.

3.3. Effect of the ionic strength

The effect of salt concentration on the extraction efficiency
was studied with different NaCl concentrations in the range of
0–4 mol L−1 (Fig. 2). The results revealed that in this method the
salt addition restricted the extraction of the target analytes, except
for that of DMP. A possible explanation for this observation may be
that apart from the salting-out effect, NaCl dissolved in the aque-
diffusion film and reduced the rate of diffusion of the target analytes
into the drop [44]. This means that by increasing salt concentration,
the diffusion of analytes towards the organic drop becomes more
and more difficult and thus limits extraction [34,45]. Hence, we
decided not to alter the salt content of the sample solutions in the
following extractions as the sensitivity of the procedure was not
poor.

3.4. Organic solvent volume

Based on LLE equations, the rate of the analytes transport into
the microdrop is directly related to the interfacial area between
the two liquid phases and inversely related to the organic-phase
volume [46–48]. Therefore, by increasing the drop volume, the
effect of the interfacial area predominates and the analytical signals
increase. By further increasing of the microdrop volume, the effect
of the solvent volume is predominated and the analytical signals
are decreased [49,50]. The influence of the organic solvent volume
on the analytical signal was studied in the range of 6.0–12.0 �L.
Fig. 3 depicts that the PEs analytical signals increase by increasing

Fig. 2. The effect of the salt addition on the relative peak area. Extraction conditions
as with Fig. 1, extraction solvent: 1-dodecanol.
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Fig. 3. The effect of the organic solvent volume on the extraction efficiency. Extrac-
tion conditions as with Fig. 2.

the solvent volume to 7 �L, but it diminished when the solvent vol-
ume was increased to 12.0 �L. So, volume of 7 �L was selected as
the optimum.

3.5. Stirring rate

Magnetic stirring enhances extraction and reduces the time
required to reach thermodynamic equilibrium, and facilitate the
mass transfer process and thus improves the extraction efficiency
[51,32,33]. In this work, samples with the volume of 10.0 mL were
agitated at different stirring rates (0, 150, 300, 450, 600 and

750 rpm). According to obtained results, the relative peak area of
all analytes increases with the stirring rate up to 750 rpm. Higher
stirring rates (>750 rpm) were not used, because, in this case the
microdrop was spattered and damaged. Hence, for the following
studies, the stirring rate of 750 rpm was chosen.

3.6. Extraction time

Like SPME, LPME is not an exhaustive extraction method under
real conditions [52–54]. To increase repeatability of the extraction,
it is necessary to choose an extraction time during which the equi-
librium between the aqueous and the organic phase is reached. The
time for reaching equilibrium determines the maximum amount of
analyte that can be extracted by the microdrop [31,55]. The extrac-
tion time was investigated in the range of 5–35 min at the optimized
experimental conditions. The relative peak areas increased with the
extraction time up to 25 min (Fig. 4). After 25 min, the extraction
system basically reached a steady state and no dramatic increase in
the relative peak areas was observed with an additional extraction
time. Therefore, a 25 min extraction time was selected for subse-
quent experiments.

Fig. 4. The effect of the extraction time on the extraction efficiency. Extraction
conditions as with Fig. 2, organic solvent volume: 7.0 �L and stirring rate: 750 rpm.
76 (2008) 718–723 721

3.7. Evaluation of the method performance

Under the selected optimum experimental conditions, the sug-
gested methodology was applied to a series of standard solutions
containing various analytes concentrations, in order to develop the
respective calibration curves. For each level, three replicate extrac-
tions were conducted. The limit of detections (LODs), based on the
signal-to-noise ratio (S/N) of three, the correlation coefficients (r2),
the linear ranges (LRs), the relative standard deviations (R.S.D.s)
and the enrichment factors (EFs) were calculated and summarized
in Table 1.

For the EF calculation of each analyte, three replicate extractions
were performed at the optimal conditions from the aqueous solu-
tion, containing 5.0 �g L−1 of the analytes. The EF was calculated
as the ratio of the final analyte concentration in the microdrop and
its concentration in the original solution. The PEs standard solu-
tions were prepared in 1-dodecanol as solvent and the calibration
curves were drawn in the concentration range of 0.25–2.5 mg L−1

with three replicate direct injections. The actual concentration of
each extracted analyte in 1-dodecanol was calculated from the cal-
ibration curves and the EFs were determined.

As it is illustrated in Table 1, LODs for the tested PEs were found
to be 0.02 up to 0.05 �g L−1. The linearity values varied from 0.05 to
100 �g L−1 with a correlation coefficient of 0.9940–0.9971. The pre-
cision of the method was investigated with a 5.0 �g L−1 PEs mixed
standard solution. Regarding the R.S.D.s for four replicates, they
varied from 5.5 to 7.7%, while the EF values ranged from 307 to 412.

3.8. Comparison of this technique with other methods

Table 2 indicates the LOD, LR and R.S.D. values, the extraction
time and the sample volumes of other methods together with LPME
(present method) for the PEs extraction and determination from
water samples. In comparison with other microextraction meth-
ods, LPME provided a comparable LOD value and a wider linear
range. Moreover, the precision of the recommended method was
better than those of SPME and HFLPME and also comparable with
that of single drop microextraction (SDME). The required volume
of the sample solution for this procedure was small, same as SPME
and HFLPME. Also, the extraction time was relatively short and was
comparable with the other methods. All these results revealed that
this technique is sensitive, rapid and reproducible that can be used
for the PEs preconcentration in water samples and be extended to
other applications.
3.9. Real water analysis

The performance of this system was tested by analyzing the
PEs in four different water samples – tap water from our chemical
laboratory (University of Tehran), two drinking mineral water sam-
ples available at the supermarket packed in polymeric containers
(Cheshmeh and Koohrang) and Jajrood river water (Tehran, Iran).
The tap and river water samples were collected in glass bottles. The
river water sample was filtered before the analysis using a 0.45 �m
nylon membrane filter (Whatman, Maid-stone, UK) to eliminate
the particles. All water samples were transported and stored at the
refrigerator at 4 ◦C until their analysis time. The results showed that
the analyzed samples had not been contaminated by PEs. All the
real water samples were spiked with the PEs standard solutions at
different concentration levels to assess the matrix effects. The rel-
ative recoveries of the analytes are given in Table 3. The obtained
relative recoveries were between 84–115%, exhibiting that the real
water matrices in our present context had little effect on LPME.
After performing LPME, the chromatograms obtained by GC–MS of
the mineral water (Koohrang) are displayed in Fig. 5, prior to (a)
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Table 2
The results obtained from the analysis of the real water samples

Sample DMP DEP DAP DnBP BBP DCHP DEHP

Tap water (0.20 �g L−1 added)
Concentration (�g L−1) NDa ND ND ND ND ND ND
Found (�g L−1) 0.181 0.188 0.214 0.219 0.192 0.167 0.228
Relative recovery (%) 91 94 107 110 96 84 114
R.S.D.% (n = 4) 7.1 7.9 8.1 6.5 6.8 8.4 8.8

Mineral water, Cheshmeh (0.80 �g L−1 added)
Concentration (�g L−1) ND ND ND ND ND ND ND
Found (�g L−1) 0.705 0.735 0.876 0.762 0.905 0.914 0.898
Relative recovery (%) 88 92 110 95 113 114 112
R.S.D.% (n = 4) 6.9 8.5 5.7 6.8 8.2 9.0 7.2

Mineral water, Koohrang (5.0 �g L−1 added)
Concentration (�g L−1) ND ND ND
Found (�g L−1) 4.59 5.35 5.29
Relative recovery (%) 92 107 106
R.S.D.% (n = 4) 7.5 7.4 6.1

Jajrood river water (20.0 �g L−1 added)
Concentration (�g L−1) ND ND ND
Found (�g L−1) 21.71 19.05 220.91
Relative recovery (%) 109 95 105
R.S.D.% (n = 4) 7.4 9.1 6.4

a Not detected.

Table 3
Comparison of the LPME with the other methods performing PEs determination

Method LODa (�g L−1) LRb (�g L−1) R.S.D.c (%)

SDME–GC–FID 0.02–0.1 0.1–50 3.5–8
SPME–GC–MS 0.003–0.01 0.1–10 4–11
HFLPME–GC–MS 0.005–0.1 0.5–10 4–19
LPME–GC–MS 0.02–0.05 0.05–100 5.5–7.7

a Limit of detection.
b Linear range.
c Relative standard deviation.

Fig. 5. The chromatograms obtained by GC–MS of the mineral water (Cheshmeh)
after performing LPME, without spiking PEs (a) and spiked with PEs (b) at the con-
centration level of 5.0 �g L−1 of each analyte. Peak numbers correspond to (1) DMP;
(2) DEP; I.S.: benzyl benzoate; (3) DAP; (4) DnBP; (5) BBP; (6) DCHP; (7) DEHP.
ND ND ND ND
5.68 5.77 4.81 4.44

114 115 97 89
8.2 5.9 9.40 7.8

ND ND ND ND
22.26 19.31 18.12 21.97

111 97 91 110
8.1 9.8 8.7 8.4

Extraction time (min) Sample volume (mL) References

25 20 [55]
20 5 [39]
20 5 [39]
25 10 Present method

and after spiking the plasticizers (b) at the concentration level of
5.0 �g L−1 of each analyte.

4. Conclusion

This paper outlines a successful development and application of
a method based on the LPME technique, combined with the cap-
illary GC–MS, for the qualitative and quantitative analysis of the
PEs group in water samples. The designed method is concluded to

be precise, reproducible and linear over a broad range with suffi-
cient selectivity (using the MS detector at the SIM mode) and high
sensitivity. Compared with other conventional sample preparation
methods, the analytical technique offered numerous advantages
such as simplicity, low cost, ease of operation, no possibility of
sample carry-over and high enrichment factors. In addition, the
technique requires only a small volume of organic extractants,
being therefore an environmentally friendly approach. The perfor-
mance of this procedure in the PEs extraction from different water
samples with various matrices was excellent. Subsequently, this
method can be used routinely for screening purposes.
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Current national priorities in homeland security have led to
he widespread deployment of explosives trace detection systems
hroughout the United States. In a typical implementation of such
detection system, an ion mobility spectrometer (IMS) is used to

dentify micrometer sized explosive particles on people and their
elongings [1]. Samples are typically collected by physical swiping
f a suspect surface with a hand wand or small piece of cloth (called
trap). After sampling, the trap is inserted into the IMS instrument
here the particles of interest on the trap are thermally vaporized

nd analyzed. This method is effective for screening objects like
briefcase or a laptop computer, but it is not optimal for screen-

ng people or their clothing and is also slow and limited in sample
hroughput. To address these issues, another approach currently
eing deployed is the walk-through portal detection system. In this
ystem, a person enters a chamber similar to a metal detector, and
s interrogated with multiple air jets that dislodge particles from
he person and/or their clothing. An air shower stream carries the
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fabricating polymer microspheres using inkjet printing of a biodegradable
explosives or high explosive simulant. Poly(dl-lactide/glycolide) 85:15
is based on an oil/water emulsion solvent extraction process. The inkjet

ise control of the microsphere diameter and the chemical composition. The
ibrants or verification standards for explosives trace detection instruments.
trometry analysis demonstrated that the composition of the microspheres
oncentrations based on the amount of analyte incorporated into the poly-

erating parameters. We have demonstrated that the microspheres can be
of 70% of an analyte compound.

© 2008 Elsevier B.V. All rights reserved.

dislodged particles to a collector, which in turn admits this material
to a detector (generally an IMS) [2].

In order to characterize and validate the performance of these
systems, well-characterized test materials are required. Explo-

sives residues are typically found as small particulates with size
distributions ranging from sub-micrometer to several 100 �m in
diameter [3]. In order to make realistic standards to serve as effec-
tive test materials for trace detection instruments, particulate test
standards should have several desirable properties: appropriate
size and aerodynamic behavior; known chemical composition;
known surface adhesive properties; a distinguishable IMS detector
response. Particle size is particularly important because particle
release from surfaces by air jets and aerodynamic transport are
particle diameter-dependant [4,5]. Some additional considerations
include useful lifetime of the standard in the local ambient envi-
ronment, contamination control at the test site that results from
standard testing, and the safety (non-toxicity) of the materials in
the event of accidental human exposure.

One novel and promising method for generation of these
trace particle standards is the production of uniform polymer
microspheres containing the explosive compound (or simulant)
of interest by inkjet printing. The use of polymer microspheres is
advantageous because they are monodisperse, the sphere diame-
ters can be tailored for specific tests, and the microspheres may
contain high levels of test compound.
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In this paper, we present a methodology for fabricating uniform
polymer microspheres by using inkjet printing of a biodegradable
polymer containing the compound of interest. This approach was
originally developed for drug delivery applications using inkjet
printing of a polymer solution containing poly(dl-lactide/glycolide)
(PLGA) and paclitaxol [6,7]. Here we use a similar approach for
preparing PLGA spheres containing high explosives or a simu-
lant. Uniform microspheres have been made by piezoelectric fluid
flow disruption over 35 years ago [8]. Production is based on an
oil/water emulsion solvent extraction process that produces poly-
mer microspheres [9]. Others have presented methods for making
drug delivery microspheres, using a co-flow polymer/water system
[10]. One reason to incorporate drugs into polymer microspheres
(PLGA and polylactide, PLA) is that the polymer slowly degrades or
dissolves by hydrolysis in the body to provide a slow release drug
delivery platform [11–13].

We have demonstrated the incorporation of two high
explosives, 1,3,5,7-tetranitroperhydro-1,3,5,7-tetrazocine (HMX)
and 2,4,6 trinitrotoluene (TNT), and one simulant, 2,6-bis(1,1-
dimethylethyl)-4-methylphenol (BHT, CAS number 128-37-0), into
PLGA microspheres. We are using the simulant BHT because it is a
food additive, considered safe for human consumption and gives a
good IMS response in the negative ion mode where explosives are
detected. A safe simulant is desirable to prevent contamination of
the security check points and to prevent potential health risk from
accidental human exposure. The above analytes contained in the
PLGA microspheres have been correctly identified for the respective
compound by a table-top IMS.

2. Experimental

2.1. Materials

The polymer solution was made by dissolving either 0.3 g or
0.6 g of poly(dl-lactide/glycolide) 85:15 (PLGA, Polysciences Inc.,
Warrington, PA)1 into 10 mL dichloroethane (DCE) (Sigma–Aldrich,
St. Louis, MO). Low and high concentration solutions of BHT
(Sigma–Aldrich, St. Louis, MO) were made by dissolving either
0.07 g or 5 g BHT into 10 mL DCE. HMX was first dissolved

in acetone (J.T. Baker) and then the acetone solution was
added to the DCE to make a 2.73×10−4 g/mL HMX solution in
DCE–acetone. For a low concentration solution of TNT, 0.025 g
of TNT was dissolved in 10 mL DCE. A final solution of polymer
and analyte was made by mixing a known volume of ana-
lyte solution into the PLGA–DCE solution. Approximately 200 �L
of rhodamine B (Eastman Kodak Co., Rochester, NY) was also
added to the final polymer–analyte solution as a fluorescent dye
marker.

2.2. Microsphere fabrication

Microspheres were prepared by an oil/water emulsion process
using a piezoelectric inkjet printer (sphere jet) to deliver precisely
controlled microdrops of the polymer solution. The sphere jet is a
drop-on-demand piezoelectric inkjet printer (MicroFab Technolo-
gies Inc., Plano, TX) with a 50-�m orifice diameter jet, operated
in a pressure assisted mode to prepare PLGA microspheres con-
taining analytes of varying concentrations. A magnified image of
the inkjet printer producing a stream of monodisperse droplets

1 Commercial equipment, instruments, and materials, or software are identified
in this report to specify adequately the experimental procedure. Such identification
does not imply recommendation or endorsement of these items by the NIST, nor
does it imply that they are the best available for the purpose.
Fig. 1. Inkjet printer operating in a continuous mode producing uniform droplets.

is shown in Fig. 1. The waveform and frequency were controlled
using the instrument’s software (JetLab2) and pressure regula-
tion was maintained using a pressure regulator (Druck DPI 530,
Druck Inc., Fairfield, CT). Operating parameters were varied to
allow for controlled production of microspheres, but typical param-
eters include a frequency of 10 kHz, rise time 1 �s, dwell time
30 ms, and dwell voltage of 30 V. A video camera with strobe
illumination (Advanced Illuminations, Signatech, Rochester, VT)
was used to monitor the shape and relative size of the jetted
droplets. The pressure-controller driven stream of the polymer
solution flowed through the inkjet tip forming microspheres as
a result of uniformly disrupting (or chopping) the stream by
the capillary piezoelectric tip. The jetting process takes place
under water where the microspheres are captured and cured in
a 500-mL beaker (containing filtered, deionized water) continu-
ously stirred for several minutes to several hours. Any DCE that
remained after sphere formation was allowed to evaporate. Using

vacuum filtration, a small volume (approximately 25 mL) of the
microsphere suspension was filtered through a 25-�m diameter
polycarbonate filter with a 1.0-�m pore size and the remain-
ing solution was filtered through a 47-�m polycarbonate filter
with a 1.0-�m pore size. Optical microscopy was used to image
the microspheres collected on the 25 mm filter and the micro-
spheres collected on the 47 mm filter were dried and carefully
removed from the filter using a spatula and stored in 5 mL closed
vials.

Three different jetting experimental configurations were exam-
ined as a way to reduce the variability of the microsphere size
distribution. The first configuration is considered a “pure-shear”
mode because the piezoelectric nozzle is directly submerged in the
500 mL beaker filled with rotationally stirred water. The droplets
are immediately sheared from the nozzle by the rotating body of
water. The limitation of this method is that it makes it difficult to
focus the camera on the nozzle and droplets because of the curved
walls of the beaker. Configurations 2 and 3 were designed to over-
come this visualization issue by using a co-flow tube with flat glass
walls (see Fig. 2a and b). Results of these three arrangements will
be discussed later.
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beake
re carr
Fig. 2. Arrangement 1, not shown, was directly submerging the nozzle in a rotating
(b) is arrangement 3. Particles are generated by the submerged inkjet printer and a
cure.

2.3. Experimental design: fabrication parameters

An experimental design was followed that included a wide range
of operating conditions for microsphere production by the sphere
jet. The relevant parameters related to producing spherical particles
of a given diameter from the sphere jet are the solute concentration,
the liquid flow rate and the operating frequency of the jet. We varied
the solute concentration for PLGA in DCE (0.06 g/mL and 0.12 g/mL),
the BHT (0.014 g/mL and 1 g/mL), the frequency (5 kHz, 10 kHz and
20 kHz), and the flow rate through the jet from 0.0022 mL/s to
0.0069 mL/s. The experimental parameters allow us to predict the
resultant sphere diameter and compare this value to the measured
diameter.

2.4. Characterization of the microspheres
2.4.1. Optical microscopy
The microspheres were imaged using a fluorescence optical

microscope (Zeiss Stemi SV 11) for analyses of the microsphere
diameter and degree of monodispersity. Samples which showed
obvious polydispersity were not included for further study. The
mean diameter of selected spheres in monodisperse samples was
calculated using image analysis (ImagePro Software [Media Cyber-
netics Inc.]). Individual spheres were sized while the sizes of
clusters or agglomerations of spheres were rejected due to the
inability of the program to differentiate individual spheres. How-
ever, visual inspection indicated that the size of microspheres in
clusters matched the microsphere sizes of the individual spheres.

2.4.2. Microsphere size distribution
A known volume of microspheres in aqueous suspension was

sized by an optical particle counter that utilizes single particle opti-
cal extinction (model HR LD 150, HACH ULTRA, Grants Pass, OR). The
instrument was calibrated with polystyrene latex spheres (Duke
Scientific), over the size range from 1 �m to 100 �m. It is impor-
tant to note that the micrograph images of the microspheres are of
r of water. Curved co-flow nozzle (a) is arrangement 2 and straight co-flow nozzle
ied by a continuous stream of water into a collection beaker where they are left to

filtered and dried microspheres, which were observed to agglomer-
ate while the optical particle counter performed the measurement
in suspension, where the particles did not appreciably aggregate. A
Coulter Multisizer 3 (Beckman Coulter Inc.) with a 100-�m orifice
was used to measure the size distribution of certain cured PLGA
spheres.

2.4.3. Scanning electron microscopy
Microspheres were sputter coated with a thin layer of gold.

Spheres were viewed using a field emission scanning electron
microscope. Some of the samples were imaged at an acute angle
to examine contact angle of the sphere attachment to the surface.

2.4.4. Gas chromatography–mass spectrometry analysis
A known mass (1.30 mg) of the HMX in PLGA sample was trans-
ferred to a 2-mL amber vial to which was added a known mass
of a solution of deuterium labeled HMX (Cambridge Isotope Lab-
oratories, Andover, MA) and approximately 1 mL of acetone (J.T.
Baker, Baker’s Analyzed HPLC solvent). A known mass of a standard
HMX solution was fortified with the same labeled-HMX solution
as the sample. This solution was used as a calibrant to determine a
response factor for the HMX relative to the labeled compound (see
below).

For the BHT in PLGA sample, 2.43 mg was deposited into a 2-
mL amber vial and the material was dissolved in approximately
1 mL of acetone (described above). For the BHT calibration, a solu-
tion at a similar concentration to that predicted from the sample
composition was prepared from pure BHT (Sigma, St. Louis, MO).
The calibrant was used to generate a response factor relating the
amount of BHT injected to the area of the resulting BHT chromato-
graphic peak.

The HMX and BHT concentrations were determined by gas chro-
matography/negative ion chemical ionization mass spectrometry
(GC/NICI-MS) using an Agilent 6890 GC system interfaced with an
Agilent 5973 MS. Aliquots of the extracts (1 �L) were injected by an
autosampler onto a 1 m×0.25 mm uncoated/deactivated fused sil-
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A typical fluorescence micrograph of nominal 30 �m diame-
ter PLGA spheres containing BHT and rhodamine B are shown in
Fig. 4. The spherical shape and uniformity are evident. The parti-
cles appear to be agglomerated due to filtering from the suspension.
A scanning electron micrograph of the microspheres is shown in
Fig. 5. The particles are mounted on a silicon wafer, coated with a
thin gold coat and imaged at an acute angle. The particles appear to
be rigid, well defined spheres. This imaging technique allows veri-
fication of the shape to a much finer degree and also visualization
of any defects or residues that could be on the sphere’s surface or
at the sphere–substrate interface.

The particles were characterized in suspension using an opti-
cal particle sensor based on light extinction described above. The
extinction sensor was calibrated using monodisperse polystyrene
spheres. The extinction sensor provides a quick diagnostic tool to
obtain the relative size of the microspheres and the breadth of the
size distribution while the spheres are in suspension. An example
of a measurement is presented in Fig. 6 that shows a single peak
at a sphere diameter of approximately 20 �m. Over 64,000 parti-
cles were characterized to make this plot. The sample was made
952 R.A. Fletcher et al. / T

ica capillary (retention gap) connected to a 6 m×0.22 mm (0.1 �m
phase, SGE, Austin, TX, serial number 9835C15) HT-5 column. The
retention gap-column combinations were operated at a constant
flow rate of 14 mL/min helium, and temperature programmed from
80 ◦C (1 min hold) to 100 ◦C at 45 ◦C/min, then to 170 ◦C at 5 ◦C/min
(10 min hold). The mass spectrometer was operated in the NICI
mode with methane as the reagent gas (40 mL/min), scanning from
40 to 350 mass/charge (m/z) for the BHT measurements and mon-
itoring for ions 176 m/z (HMX) and 181 m/z (labeled-HMX) for the
HMX measurements. The source and analyzer temperatures were
set at 150 ◦C and 200 ◦C, respectively, and the MS was tuned prior to
the sample runs. Peak areas of reconstructed ion chromatograms for
176 m/z, 181 m/z and 219 m/z (BHT) were used to determine relative
response factors from calibrant runs that were then used to quan-
tify the concentrations of BHT and HMX in the prepared solutions.
The precision of the methods suggests a run-to-run uncertainty
of approximately 5%. The uncertainty due to heterogeneity in the
materials was not addressed in this work due to limitations in the
amount of sample available.

2.4.5. Ion mobility spectrometry (IMS)
Weighed amounts of microspheres incorporated with BHT and

TNT were analyzed using a commercial IMS (Itemiser 3, GE Security)
operated with a 220 ◦C desorber temperature. For microspheres
incorporated with HMX, an IonScan 400B (Smiths Detection) was
used with a 280 ◦C desorber temperature. IMS plasmagrams of the
microspheres were obtained for analysis.

3. Results and discussion

One of the primary advantages of using the piezo inkjet
approach compared to conventional methods of emulsion poly-
merization methods is that monodisperse microspheres can be
made that contain the same amount of analyte per sphere, which
is critical if it is to be used as a test material. In the current imple-
mentation, the inkjet is used in a continuous mode. The polymer
solution is pushed continuously through the nozzle by a constant
applied back pressure. We produce a uniform stream of polymer
solution and apply a waveform to drive the piezoelectric crystal in
the frequency range of 5–20 kHz. Uniform liquid stream break-up
behavior is described [10,14]. There is similarity between our parti-
cle generation device and a well-known aerosol particle generator,
the vibrating orifice aerosol generator. The aerosol generator sends
a chopped stream into air or gas and the present device streams into

water. The droplet diameter, dd, can be predicted by the following
expression:

dd =
(

6Q

�f

)1/3

, (1)

where Q (mL/s) is the liquid flow rate and f is the disruption or
chopping frequency. The final particle diameter, dp is controlled by
the volumetric concentration of solute present, C, in the solution
and expressed as

dp

dd
= C1/3. (2)

We designed a fabrication experiment that included high and
low concentrations for PLGA, BHT and various applied chopping
frequencies. Using Eqs. (1) and (2) and measuring the solute con-
centration and the liquid flow rate, we are able to calculate the
expected particle diameter. Fig. 3 shows a scatter plot of calculated
particle diameters versus those measured by optical microscopy.
This data is for both BHT and HMX containing PLGA spheres and
excludes any samples not deemed monodisperse. The plot shows
that although the predictability is not ideal, we do have control of
Fig. 3. Scatter plot of calculated sphere diameter versus measured sphere diameter.
The line is a 1:1 relation drawn for comparison. The uncertainty bar corresponds to
standard deviation in the measured diameter.

particle and composition by varying the operation parameters for
the fabrication.
Fig. 4. Fluorescence micrograph of PLGA spheres containing BHT and rhodamine B.
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Fig. 5. SEM micrograph of PLGA–BHT spheres viewed at an acute angle with respect

to the substrate.

from a 0.03-g/mL PLGA solution containing 0.007 g/mL BHT with
the inkjet operating at a frequency of 20 kHz. The full-width half-
max of the peak is approximately 2 �m, indicating approximately
10% dispersion in the particle diameter using this method.

In order to optimize the fabrication process, polymer micro-
spheres produced from the three jetting arrangements (see Fig. 2)
were analyzed by the Coulter counter to determine the size dis-
tribution of the sphere population. In the arrangements shown in
Fig. 2a and b, the polymer droplets would travel with the co-flow
fluid through the tube. However, the fluid flow rate was not high
enough to keep the droplets separate and a fraction of the droplets
began to coalesce into larger droplets before curing and harden-
ing. Coalescence occurred as a repeating process of two droplets
forming a larger droplet all along the transport tube until finally set-
tling into the beaker. The results of droplet coalescence is shown
in Fig. 7. Multiple peaks are in fact derived from coalescence of
droplets as evidenced by the fact that the peaks scale as multiples
of the cube root of the number of droplets coalescing (n) times the
initial diameter (n(1/3)×diameter; for n = 1, 2, 3, . . .).

Fig. 6. Relative particle diameter obtained for suspended PLGA spheres containing
BHT. Measurements were made using the optical extinction particle sensor.
Fig. 7. Particle size distribution of PLGA spheres for co-flow nozzle shown Fig. 2a
and b, arrangements 2 and 3. Multiple peaks indicates coalesce of the microspheres
prior to curing while the droplets are still the liquid phase.

Submerging the nozzle directly into the stirring water (arrange-
ment 1) was the only way to eliminate the coalescence problem.
Fig. 8 shows a typical size distribution plot for arrangement 1 (jet-

ting directly into the beaker). The mean is 19.43 �m with a standard
deviation of 0.29 �m (number of spheres is 1260). The coefficient
of variation is 1.5%, which is comparable to commercially available
materials, such as NIST standard reference material polystyrene
latex microspheres.

Another set of spheres was made from solution concentrations
of 0.06 g/mL PLGA with 0.007 g/mL BHT and an operating frequency
of 20 kHz was analyzed using fluorescence light microscopy and
image analysis. The particles were collected on a polycarbonate
filter and were agglomerated due to the filtration process. Using
a deagglomeration feature of the image analysis software, 175
spheres were selected at random and sized. The results of image
analysis are shown in Fig. 9. The mean of this population was
29.32 �m with a standard deviation of 1.15 �m.

The polymer’s capacity to degrade thermally is very important
for the proposed application. The PLGA spheres should release the
high explosive or simulant when heated during the trace analy-
sis technique. Also, the ions formed from the polymer degradation
could become potential interference peaks for the IMS. Fortunately,
it was observed that PLGA does not produce any interfering peaks
in the negative or positive ion mode for IMS. Measurements at

Fig. 8. Particle size distribution of PLGA sphere obtained for jetting arrangement 1
where the droplets are deposited directly in a rotating water bath. No coalescence
is observed.
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Fig. 9. Histogram representation of PLGA–BHT spheres sized by fluorescence
microscopy and image analysis.

NIST and in the literature indicate that PLGA does not thermally
◦
degrade before 300 C [15]. All three analytes TNT, HMX and BHT

incorporated in PLGA have been detected by IMS without further
preparation other than heating the spheres in the IMS desorber.
Desorber temperatures were either 220 ◦C or 280 ◦C depending
upon the analyte analyzed. Although elevated temperatures were
used to desorb HMX, they are not necessary to melt the PLGA
spheres. Experiments on a controlled hot stage indicate that the
PLGA microspheres melt between 100 ◦C and 130 ◦C leaving a visi-
ble residue. Using Eq. (2), we can calculate the amount of explosive
or simulant in each sphere. Given a final sphere diameter of 30 �m
fabricated from the dilute HMX solution specified above with
the 0.03 g/mL PLGA solution, we arrive at an inkjet ejected drop
diameter of approximately 111 �m. With the solution containing
4.5×10−5 g/mL, we obtain approximately 32 pg of HMX in each
sphere. The mass of HMX per sphere is so small (trace) that we
needed multiple spheres with this concentration to detect HMX by
IMS.

The temporal variation of characteristic ions observed in IMS
provides information of both the compound desorption rate and
detection. A plot of (HMX−Cl)− peak height as a function of time
for pure HMX and for HMX desorbed PLGA–HMX is shown in Fig. 10.

Fig. 10. IMS response for approximately 20 ng of pure HMX and HMX incorporated
in PLGA spheres. The peak height (HMX + Cl−) is normalized to the maximum in the
scan and plotted as a function of desorbtion time.
76 (2008) 949–955

The pure HMX was deposited and dried from DCE solution onto a
sample trap. In both cases the IMS operating conditions and sam-
ple trap were the same. The pure HMX compound (approximately
20 ng) desorbs nearly completely in the first few seconds, peaks
at approximately 3 s and then decays. The HMX signal derived
from the HMX–PLGA spheres takes about 8 s to reach maximum
and stays fairly constant out to 20 s, the duration of the anal-
ysis scan. The fact that the polymer appears to retain some of
the explosive compound is not surprising and does not negate
the applicability of this technique. In fact for some volatile com-
pounds the slow thermal release may be beneficial for molecular
preservation and stability of the compound. Further testing will
be needed to quantify the thermal release rate from the poly-
mer.

Preliminary results for the final concentrations of HMX and BHT
in two PLGA sphere samples as determined by GC/NICI-MS sug-
gest that the observed levels are close to those predicted by the
formulations. Duplicate injections of the HMX in PLGA dissolved in
acetone yielded concentrations of 1204 �g/g and 1213 �g/g HMX,
in good agreement with the range of predicted levels of 1820 �g/g.
The result for the BHT in PLGA sample was somewhat lower than
predicted, with the GC/NICI-MS measurement yielding a concen-
tration of about 0.71 g/g, or mass fraction of 71% BHT compared
with the predicted mass fraction of 76% BHT. We estimate that
there is approximately 10% uncertainty in the results. As indicated
above, sample limitations prevented a thorough determination of
the homogeneity of the analytes in the PLGA polymer, but these
preliminary results do suggest the proof-of-concept of generating
known levels of HMX and BHT in the PLGA material by the method
described above.

4. Summary

There is a need for test particles of high explosives and their
simulants for testing IMS based trace portal systems. We have
developed a potential method to produce particle-based standard
test materials at the trace levels for IMS portal systems. Two high
explosives and one high explosive simulant were incorporated
into PLGA biodegradable polymer microspheres using inkjet print-
ing. The design parameters, i.e., the solution concentrations, feed
rate and inkjet operating frequency largely control the outcome
regarding microsphere size. We have demonstrated that 70% (by

mass) of the microsphere can contain the BHT simulant. When
incorporated into PLGA, explosive compounds can be detected by
an IMS and there is compatibility of PLGA with the IMS in the
negative ion mode. The concentrations determined for HMX and
BHT analytes residing in the PLGA spheres are close to the pre-
dicted values based on dilution ratios. To our knowledge, this is
the first time high explosive compounds have been incorporated
into PLGA microspheres. Additional testing will be necessary to
quantify the polymer retention rate of various compounds during
heating. Further studies have been initiated to compositionally map
the PLGA microspheres to understand the degree of spatial unifor-
mity present in the polymer material. There are ongoing tests to
determine the stability of the microspheres and other materials
will be examined to determine their feasibility for trace explosives
test standards application.
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1. Introduction

Fenthion is a contact and stomach organophosphorous pesticide

widely used in the control of many sucking, biting pests, especially
fruit flies, stem borers and mosquitoes on crops such as alfalfa, rice,
sugar cane, cereal, vegetables and forests. It is also used for the
control of insects affecting public health, especially mosquitoes and
flies, and for animals health. More concretely, fenthion is frequently
applied to olive crops to combat olive fly (Bactocera (Dacus) oleae)
and olive moth (Prays oleae) [1].

Fenthion is moderately toxic to mammals and highly toxic to
birds. The toxicological effect of fenthion, as organophosphorous
pesticides, is almost entirely due to the inhibition of acetyl-
cholinesterase in the nervous system, resulting in respiratory,
myocardial and neuromuscular transmission impairment.

Fenthion is of moderate persistence in soil, with an average field
half-life of 34 days under most conditions. In soil, residues of fen-
thion may persist for approximately 4–6 weeks. In one study of
its persistence in water, 50% of applied fenthion remained in river
water 2 weeks later, while 10% remained after 4 weeks. It is more
rapidly degraded under alkaline conditions. The persistence half-
life of fenthion in water under field conditions is reported to range
from 3 to 21 days for various oceans, rivers and swamps. However,
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ing voltammetry technique has been used to develop a method for the
ve oil. Due to the fact that fenthion does not give any electrochemical signal
od has been based on a previous oxidation of fenthion to its metabolite,
nO4. The metabolite gives rise to a peak due to an adsorptive-reductive
isolated from olive oil by carrying out a solid–liquid extraction procedure
by a liquid–liquid partitioning with acetonitrile. The detection limit in

overies for four levels of fortification are ranged from 85% to 109%. On
veloped a method for the simultaneous determination of fenthion and
de, in river water. Pesticides are isolated from water by carrying out a
trichloromethane. The detection limits are 0.41 ng g−1 and 0.44 ng g−1, for
e, respectively. Recoveries for three levels of fortification are ranged from
4% to 104% for fenthion-sulfoxide.

© 2008 Elsevier B.V. All rights reserved.

it may be more persistent in some environments, such as salt marsh
sediments, where light and oxygen are limited [2].

Fenthion is slowly degraded in olives with a half-life of about
35 days. The main route of fenthion metabolism in plants is by oxi-
dation to fenthion-sulfoxide, which has a higher biological activity
than the parent compound. Subsequent oxidation of sulfoxide to

sulfone, a compound with lower biological activity, is slow in plants.
An additional route of bioactivation is through oxidative enzymatic
desulfuration to form fenthion-O-analogue. These metabolites tend
to partition into the olive oil [3]. Fenthion is most probably to be
found in olive oil because of its lipophilic properties (log Ko/w 4.8),
while other metabolites are not detectable. In the olive fruit pulp
the main compounds founded are fenthion and fenthion-sulfoxide
and small amounts of fenthion-sulfone and fenthion-O-analogue
[4]. However, taking into account that fenthion-sulfoxide polarity
is greater, log Ko/w 1.9, it is highly probable to be present in envi-
ronmental waters near to olive crops [1].

FAO, WHO and Codex Alimentarius Commission have estab-
lished 1 �g g−1 as maximum residue limits (MRLs) for fenthion
and its major metabolites, determined separately or together and
expressed as fenthion [5].

Gas chromatography is the technique most commonly used to
analyse fenthion and its metabolites in olive oil samples [3,6–13].
As olive oil is a complex matrix, normally different clean-up pro-
cedures have to be performed to avoid interferences owing to
the presence of different olives oil compounds such as pigments,
polyphenols and mostly lipid material. Liquid–liquid partitioning
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with different solvents are used in many cases [3,6,8], being ace-
tonitrile the most common one [3,6]. In other cases a clean-up
step by solid–liquid extraction is included [9,10], or sometimes
olive oil samples are just diluted in cyclohexane [11]. Other iso-
lation methods are headspace solid-phase microextraction [7] and
on-line coupling reversed-phase liquid chromatography/gas chro-
matography by means of an automated through-oven transfer
adsorption–desorption (TOTAD) interface [12].

Referring to electrochemical methods for the determination of
fenthion, they are quite scarce. Fenthion is determined together
with other pesticides by GC with N–P detector and HPLC using
an electrochemical detector [14]. In other case, an amperometric
biosensor with acetylcholinesterase is used to determine fenthion
[15]. Other authors analyse fenthion and fenitrothion by a flow
injection system with amperometric detection, using a glassy car-
bon electrode [16]. In the revised bibliography, it has not been found
any method in which fenthion was determined by using mercury
electrode.

In this paper we propose a method to determine fenthion in olive
oil samples and fenthion and fenthion-sulfoxide in river water sam-
ples. Both methods are developed by using adsorptive-stripping
voltammetry (AdSV).

2. Experimental

2.1. Apparatus

The Crison basic 20 pH-meter has a combined SCE-glass elec-
trode.

An Autolab AUT 12.v PSTAT10 (Ecochemie, The Netherlands)
was used in combination with a Metrohm VA-663 polarographic
stand, with a three electrode system with hanging mercury drop
electrode as working electrode, a Ag/AgCl saturated KCl reference
electrode and a Pt wire auxiliary electrode. The system is mon-
itored by the General Purpose Electrochemical System (GPES4)
version 4.0, software package (Ecochemie, Ultrecht, The Nether-
lands). Golden Software (Grapher, v. 1.32) (Golden, CO) was used
for the transformation of initial signals.

2.2. Reagents and materials

All chemical employed were analytical-reagent grade or better.
NaOH and hexane were from Merck (Darmstadt, Germany), ethanol,
acetonitrile, perchloric acid and potassium permanganate were

from Panreac (Barcelona, Spain). Ultrapure water was obtained
from a Millipore Milli-Q system. SEP-PACK Plus silica cartridge
(Waters Corporation, Milford).

Fenthion, fenthion-sulfoxide and fenthion-sulfone from Dr.
Ehrenstorfer (Augsburg, Germany). Standard solutions of com-
pounds in ethanol were prepared by weight and direct dilution.

2.3. Recommended procedure for determination of fenthion in
olive oil

A 1-g sample of olive oil is mixed with 5 mL of hexane. The solu-
tion is passed through a silica cartridge and the pesticide is eluted
with 20 mL of hexane. The hexane solution is transferred into a
100-mL beaker with 15 mL of acetonitrile. The mixture is stirred
during 15 min by using a magnetic stirrer. The acetonitrile phase
is then run into a 100-mL separating funnel and the lipid mate-
rial, co-extracted in the acetonitrile phase, is removed by carrying
out a liquid–liquid extraction with 10 mL of hexane. The mixture is
shaken and left until phases are separated. The acetonitrile phase is
run into a 250-mL round-bottomed flask and it is rotary evaporated
to dryness. Then the residue is rinsed with 2.5 mL of acetonitrile
ta 76 (2008) 809–814

and collected into a 25-mL volumetric flask. 0.1 M HClO4 and 4 mM
KMnO4 are added to the volumetric flask. The solution is diluted to
the mark with deionized water and placed into the polarographic
cell. The solution is deoxygenated with N2 for 120 s and the AdSV
voltammogram of the sample is recorded at the following instru-
mental conditions: tacc = 15 s, Eacc =−0.200 V, frequency = 200 Hz,
step potential = 10 mV, amplitude = 50 mV, stirring rate = 500 rpm.
From the analytical signal, peak intensity or Ip, the concentration is
calculated by using standard addition method.

2.4. Recommended procedure for determination of fenthion and
fenthion-sulfoxide in river water

A liquid–liquid partitioning between 100-mL of river water sam-
ple and 10 mL of trichloromethane is carried out to isolate fenthion
and fenthion-sulfoxide from river water samples. Once phases are
separated, the lower trichloromethane phase is run into a 250-mL
round-bottomed flask and it is rotary evaporated. The residue is
rinsed with 2.5 mL of acetonitrile and collected into a 25-mL vol-
umetric flask. 0.1 M HClO4 is also added to the volumetric flask,
the solution diluted to the mark with deionized water is placed
into the polarographic cell. The AdSV voltammogram is recorded at
the following instrumental conditions: tacc = 15 s, Eacc =−0.200 V,
frequency = 200 Hz, step potential = 10 mV, amplitude = 50 mV, stir-
ring rate = 500 rpm. The peak corresponding to fenthion-sulfoxide
is obtained. From this analytical signal, peak intensity or Ip, the con-
centration of fenthion-sulfoxide is calculated by using a suitable
prepared calibration graph. Afterwards, 4 mM KMnO4 is added to
the solution placed in the polarographic cell, and the AdSV voltam-
mogram of the sample is recorded at the instrumental conditions
described above. The resulting peak is the sum of fenthion oxidized
to fenthion-sulfoxide and fenthion-sulfoxide initially present. The
peak intensity of fenthion is calculated by subtracting Ip (fenthion-
sulfoxide) from Ip (sum of fenthion and fenthion-sulfoxide). The
concentration of fenthion is calculated by a suitable prepared cali-
bration graph.

3. Results and discussion

The electrochemical response of fenthion was studied at mer-
cury electrode (HMDE) in 0.4 M Britton-Robinson buffer at different
pH values and containing 4.0 �g mL−1 of fenthion. Fenthion pro-
duced an insignificant cathodic electrochemical signal at−1.1 V and

both E1/2 (half-wave potential) and limiting current (Ilim) of the sig-
nal, remained constant over the studied pH range (Fig. 1a). However,
an important point to be considered, it was that fenthion molecule
contains a thiophosphate (P S) and thioether (–S–) group. The
–S– group may be oxidized to a sulfoxide or sulfone and the P S
group to P O group, giving a total of six compounds. According to
bibliographic antecedents, KMnO4 oxidizes fenthion to fenthion-
sulfoxide and fenthion-sulfone because, unlike peroxide, KMnO4
leaves the P S group intact and therefore the formation of oxon
compounds does not take place [6]. The possibility of determining
fenthion as one of these two metabolites was examined. Firstly the
electrochemical behaviour of the metabolites was studied.

Fenthion-sulfone, at mercury electrode, behaved quite similar
to fenthion. Fenthion-sulfone produced a cathodic signal close to
−1.1 V. Both E1/2 and Ilim did not depend on the pH of the solution
and the signal disappeared at the voltammogram as of pH around
3, probably because the signal was overlapped by the background
discharge signal (Fig. 1b).

On the other hand fenthion-sulfoxide, produced a cathodic sig-
nal which E1/2 shifted to more negative values as the pH was
increasing up to pH 6, from which E1/2 did not change and also
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Fig. 1. Sampled DC voltammograms of 4 �g mL−1 of (a) fenthion, (b) fenthion-
sulfone (c) fenthion-sulfoxide, in 0.4 M Britton-Robinson buffer at different pH
values.

Ilim fell sharply as of pH around 6 (Fig. 1c). The voltammogram of
fenthion-sulfoxide registered by CV technique showed that there
was no peak at the reverse scan, indicating that the reductive pro-
cess was irreversible (Fig. 2).

Looking at the voltammograms of the three compounds (Fig. 1),
it is observed that as of pH around 7, the three analytes behaved in
Fig. 2. CV voltammogram of 4 �g mL−1 fenthion-sulfoxide at pH 2.6.

a similar way, while in acidic media fenthion-sulfoxide produced
a signal with much higher intensity than that for fenthion and
fenthion-sulfone. Best results were obtained for fenthion-sulfoxide
in acidic media.

The study of scan rate of fenthion-sulfoxide by CV technique
demonstrated the adsorption nature of the reductive process, since
linearity between Ip and scan rate it was observed but not between
Ip and the square root of the scan rate.

With the aim of determining fenthion indirectly and know-
ing the possibility of analysing fenthion-sulfoxide by stripping
techniques, the oxidation of fenthion to fenthion-sulfoxide was
examined in depth. With this purpose UV-spectra of the three
compounds were registered in 0.1 M HClO4 (Fig. 3a). Different con-
centrations of KMnO4 were added over a sample of fenthion in
0.1 M HClO4 and both spectra (Fig. 3b) and voltammograms (Fig. 3c)
were recorded. It was observed that the absorbance maximum
of fenthion (� = 250 nm) disappeared when KMnO4 concentration
was greater than 10 mM. However, not only fenthion-sulfoxide was
produced (maximum � = 237 nm) but also a mixture of fenthion-
sulfoxide and fenthion-sulfone (Fig. 3b). In Fig. 3b, it can be
appreciated the similarity between the absorption spectra of a stan-
dard of fenthion-sulfoxide + fenthion-sulfone and the absorption
spectra of the resulting solution after adding KMnO4 to fenthion.

For concentrations above 25 mM, the electrochemical signal of
fenthion-sulfoxide decreased, and therefore less amount of this
metabolite was produced (Fig. 3c).

In addition, it was proven that the presence of KMnO4 did not
affect to the voltammetric determination.

The study of the influence of chemical and instrumental vari-
ables over peak intensity (Ip) of fenthion-sulfoxide was carried out
by square-wave adsorptive-stripping voltammetry.

For 100 ng mL−1 of fenthion-sulfoxide, it was observed that peak
intensity of the pesticides remained constant when HClO4 concen-
tration was varied from 0.02 M to 2.0 M. Therefore 0.10 M HClO4 was
selected as the most suitable concentration for the determination
by AdSV.

The influence of ionic strength was studied by varying NaClO4
concentration from 0.00 M to 0.15 M. Also in this case, peak inten-
sity did not suffer variations so that no NaClO4 was used for the
determination.

Considering acetonitrile to be the solvent used for the pesti-
cide extraction procedure from olive oil, it was studied how the
presence of this solvent affected peak intensity. In this case peak
intensity decreased as acetonitrile percentage was increasing from
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Fig. 3. (a) UV-spectra of fenthion, fenthion-sulfone and fenthion-sulfoxide
(1.44×10−5 M, HClO4 0.10 M); (b) UV-spectra of fenthion with different concen-
trations of KMnO4 and — UV-spectra sum of fenthion-sulfone + fenthion-sulfoxide,
both 1.44×10−5 M, HClO4 0.10 M; (c) SW voltammograms of fenthion with different
concentrations of KMnO4.

2% to 18%. It was selected 10% acetonitrile although this percentage
would vary depending on extraction procedure.

KMnO4 concentration was ranged from 0.5 mM to 15 mM. It was
found that the highest peak intensity values were obtained between
ta 76 (2008) 809–814

1.2 mM and 6 mM. 4 mM was selected as the most suitable KMnO4
concentration to oxide fenthion to fenthion-sulfoxide.

It was also observed that the oxidation of fenthion to fenthion-
sulfoxide with KMnO4 was immediate and the obtained solution of
fenthion-sulfoxide was stable for at least 1 h.

It was proven that deoxygenating time did not influence over Ip
and 120 s was selected as purge time.

The accumulation time (tacc) was evaluated by varying it from 0 s
to 30 s and for 50 ng mL−1 and 100 ng mL−1 of fenthion-sulfoxide.
The relationship between peak intensity and tacc was linear up to
20 s, for 100 ng mL−1, while for 50 ng mL−1 the linearity was up
to 50 s. 15 s as tacc was selected for later studies. The accumula-
tion potential (Eacc) was varied from +0.100 V to−0.500 V, founding
the maximum peak intensity from 0.000 V to −0.300 V. Therefore
−0.200 V was chosen for subsequent studies.

With regard to frequency, step potential and amplitude, they
were also optimised taking into account to get maximum values
for peak intensity, but always considering peak width and peak
definition. The values selected were 200 Hz, 10 mV and 50 mV,
respectively.

3.1. Calibration and precision in aqueous solution

Calibration plot was constructed by varying fenthion-sulfoxide
concentration from 5 ng mL−1 to 100 ng mL−1 and measuring peak
intensity in the square-wave voltammograms of the obtained solu-
tions. It was obtained the following calibration plot: Ip = 2.45 C + 0.19
(C = fenthion-sulfoxide concentration, ng mL−1) (Fig. 4a). Corre-
lation coefficient = 0.9993, and detection limit = 1.75 ng mL−1 [16]
were found.

On the other hand, other calibration plot was constructed for
fenthion oxidized to fenthion-sulfoxide (Fig. 4b). In this case it
was obtained: Ip = 1.98 C + 1.54 (C = fenthion-sulfoxide concentra-
tion, ng mL−1), being correlation coefficient = 0.9991, and detection
limit = 1.63 ng mL−1 [17]. Both calibration plot were statistically
compared, resulting in there were significant differences.

It was examined the possibility that the differences in the slopes
of the calibration plots were due to the presence of KMnO4 in the
case of fenthion. However a comparison between two calibration
plots of fenthion-sulfoxide, with and without KMnO4, showed there
were not significant differences between both graphs. This meant
that the oxidation of fenthion to fenthion-sulfoxide is not a quanti-
tative process. An estimation of the conversion fraction of fenthion
to fenthion-sulfoxide could be deduced by the ratio between the

slopes of both calibration, being this value equal to ≈81%.

To calculate the concentration of each compound it was nec-
essary to used their corresponding calibration plot. The relative
error of the method was estimated for two levels of concentrations
of fenthion: 5 ng mL−1 and 50 ng mL−1, from 11 samples for each
concentration level. For 5 ng mL−1 the mean value for peak inten-
sity was 11.9 nA and the relative standard deviation was 6.3%. For
50 ng mL−1 the mean value for peak intensity was 128.4 nA and
the relative standard deviation was 1.9%. The reproducibility of the
method was calculated by registering voltammograms during 2
months period and for 100 ng mL−1 of fenthion. The mean value
for peak intensity was 219.8 nA and the relative standard deviation
was 4.6%.

3.2. Determination of fenthion in olive oil

A procedure to isolate fenthion from olive oil was optimised.
Initially several experiments testing liquid–liquid extraction pro-
cedures with different solvents, acetonitrile and ethanol,were
performed. Solid–liquid extraction was also tested. With Envi-
Carb cartridges and different eluents as acetonitrile and hexane
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3.4. Simultaneous determination of fenthion and
fenthion-sulfoxide in river water

The extraction procedure of the compounds was carried out
by an optimised procedure consisted in liquid–liquid extrac-
tion with trichloromethane as it has been described at section:
recommended procedure for the determination of fenthion and
fenthion-sulfoxide in river water. For each compound, a calibra-
Fig. 4. AdSV voltammograms of (a) fenthion-sulfoxide for concentrations between
5 ng mL−1 and 100 ng mL−1 at the following conditions: 0.10 M HClO4, 10% ACN,
purge time = 120 s, Eacc =−0.280 V, tacc = 15 s, frequency = 200 Hz, amplitude = 50 mV
and step potential = 10 mV. (b) Fenthion at the same chemical and instrumental
conditions + 4 mM KMnO4.
many peaks appeared at the voltammogram, but fenthion was
not distinguished. With C18 and silica cartridges, lipid material or
polyphenols caused interferences. It was considered the possibility
of using liquid–liquid extraction together with solid–liquid extrac-
tion to remove olive oil material that was caused interferences.
Best results were achieved when an olive oil hexane solution was
passed through a silica cartridge, the pesticide was eluted with hex-
ane, and extracted into acetonitrile. To remove lipid material that
affected the voltammetric determination, the acetonitrile extract
was cleaned up by performing a liquid–liquid partitioning with
hexane. The variables that could affect to the extraction proce-
dure of fenthion from olive oil were optimised, and the procedure
described in the section: recommended procedure for the determi-
nation of fenthion in olive oil, was deduced.

3.3. Calibration in olive oil

A new calibration plot was constructed following the proposed
olive oil extraction procedure for fenthion, and adding different
fenthion concentrations to the extract (Fig. 5). Their voltammo-
grams were registered under the optimised AdSV conditions. It was
Fig. 5. AdSV voltammograms of fenthion in the olive oil extract, for concentra-
tions between 20 ng mL−1 and 80 ng mL−1 (chemical and instrumental variables as
in Fig. 4).

obtained the calibration plot: Ip = 1.47 C + 2.37 (C = fenthion con-
centration ng mL−1), correlation coefficient = 0.9984 and detection
limit = 3.15 ng mL−1 [17]. This calibration graph was compared to
that obtained in aqueous solution and significant differences of the
slopes were found, indicating matrix effects. Therefore it was nec-
essary to apply standard addition method to determine fenthion in
olive oil by means of this procedure.

The proposed method was applied to the determination of fen-
thion in olive oil samples. Samples of olive oil were fortified with
fenthion at four different levels and the results of recovery are in
Table 1.
tion plot was constructed in river water extract following the
described procedure. The resulting calibration plots were statis-
tically compared to those obtained in aqueous solution. In this
case, no significant differences were found for both analytes.
Consequently the simultaneous determination of fenthion and
fenthion-sulfoxide in river water was performed by applying exter-
nal standard method.

The proposed method was applied to determine fenthion and
fenthion-sulfoxide in river water samples. Samples of river water
were fortified with these compounds at three concentration levels
and the results of recovery are in Table 2.

Table 1
Recovery values for the determination of fenthion in olive oil

Sample Added (ng g−1) Found (ng g−1)± S.D.a Recovery (%)± S.D.a

1 500 543.8 ± 47.0 109 ± 9
1000 894.3 ± 146.2 89 ± 15

2 750 640.8 ± 63.5 85 ± 9
1250 1110.3 ± 74.4 89 ± 6

a Three determinations.
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Table 2
Recovery values for the determination of fenthion and fenthion-sulfoxide in river
water

Compound Added
(ng mL−1)

Found
(ng mL−1)± S.D.a

Recovery
(%)± S.D.a

Fenthion 2.5 2.35 ± 0.06 94 ± 2
5 5.20 ± 0.38 104 ± 8

10 9.43 ± 1.15 94 ± 12

Fenthion-sulfoxide 2.5 2.39 ± 0.18 96 ± 8
5 4.77 ± 0.10 95 ± 2

10 10.3 ± 0.45 103 ± 5
a Three determinations.

3.5. Interferences from other pesticides

Other common organophosphorous pesticides used to control
olive pests, are dimethoate and fenitrothion. It was examined if the
presence of these compounds and also of the two metabolites of
fenitrothion (fenitroxon and 3-methyl-4-nitrophenol) would affect
to the determination of fenthion. Dimethoate does not give any
electrochemical signal in acidic media and therefore it could not
interfere in the determination of fenthion. On the other hand, it was
observed that fenitrothion and its metabolites, although they pro-
duce electrochemical signals in acidic media, the potentials of these
peaks are below −0.200 V and consequently they did not interfere
in the determination of fenthion.

4. Conclusions

The proposed electrochemical method for the determination of
fenthion in olive oil allows acceptable recovery values for it. Also,
with the proposed extraction procedure it is obtained an olive oil

[
[
[
[
[
[
[

[
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extract free of polyfenols and pigments and very low presence of
lipid material, which it is quite difficult when working with olive
oil samples. The determined detection limit for fenthion in olive is
below the MRL regulated by FAO.

In the case of the determination of fenthion and its metabolite
fenthion-sulfoxide in river water samples, the method allows the
simultaneous analysis of the compounds by a simple liquid–liquid
extraction with trichloromethane. Moreover, the obtained detec-
tion limits show the possibility of analysing low quantities of those
analytes and the recovery values show good results for both com-
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. Introduction

Substituted ureas are an important group of pesticides that are
sed as herbicides (phenylureas and sulfonylureas) and insecticides
benzoylureas). Benzoylureas are promising insecticides, widely
sed because their ability to act as powerful insect growth reg-
lators which interfere with chitin synthesis in target pests and
ause death. These insecticides show some attractive properties
uch as high selectivity, high biological activity, rapid degradation
n both soil and water and acute low toxicity for animals, which

ake them suitable for inclusion in integrated pest management
rograms for crops [1]. Nevertheless, due to the high interest in the
afety of products, the maximum residue levels (MRLs) established
or these pesticides [2] are in the same order that those established
or another ones considered with high toxicity.

Even though some papers reported the determination of
enzoylureas by gas chromatography (GC) with different detec-

∗ Corresponding author.
E-mail address: mdgil@ual.es (M.D.G. Garcı́a).

039-9140/$ – see front matter © 2008 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2008.04.052
alytical application of luminol chemiluminescence reaction for the sen-
lurea insecticides (diflubenzuron and triflumuron). Off-line experiments
irradiated traces of these benzoylurea insecticides largely enhanced the
ielded from the oxidation of luminol in methanol:water mixtures, by potas-
medium, the enhancement being proportional to the concentration of both
s were determined in tomato samples by coupling liquid chromatography

tization and detection based on this chemiluminescence reaction. Tomato
the QuEChERS method based on extraction with acetonitrile and disper-

primary and secondary amine (PSA). Interferences due to matrix effect
-matched standards. The optimised method was validated with respect to
d quantification, precision and accuracy. Under the optimised conditions,
between 0.05 and 0.50 �g mL−1 for diflubenzuron and between 0.10 and
ethod detection limits were 0.0025 and 0.0131 �g mL−1 (equivalent to

d quantification limits were 0.05 and 0.10 �g mL−1 (equivalent to 0.01 and
n and triflumuron, respectively. In both cases, quantification limits were
ue levels (MRLs) established by the European legislation. The relative stan-
cision was below 10% and recoveries were between 79.7% and 94.2% for

© 2008 Elsevier B.V. All rights reserved.
tors [3–6], due to their thermostability, the technique of choice
for analysing these pesticides has been high-performance liq-
uid chromatography (HPLC) with UV [7–10], fluorescence [11–13]
or mass spectrometry (MS) [14–19] detection. Thus, difluben-
zuron, triflumuron, teflubenzuron, lufenuron and flufenoxuron
were determined in grapes and wine [20] and diflumuron, flufenox-
uron and hexaflumuron in citrus [21] by HPLC-UV; diflubenzuron,
triflumuron, hexaflumuron, lufenuron and flufenxuron were deter-
mined in vegetables by HPLC with post-column photochemically
induced fluorescence (PIF) derivatization and fluorescence detec-
tion [13] and finally some of this benzoylurea compounds were
determined by HPLC–MS in fruits [16], apples [22] and vegetables
[23] and by HPLC–MS/MS in processed fruit and vegetables [24] and
citrus [19].

Nowadays, multiresidue methods by HPLC–MS or HPLC–MS/MS
are becoming the most powerful techniques for the analysis of
highly polar, less volatile and thermally labile compounds [25], but
alternative low cost methods may be of high interest, mainly when
a reduced number of pesticides must be determined.

Analytical interest in liquid-phase chemiluminescence (CL)
has been continuously growing over the last 20 years, the best
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demonstration of this interest being the large number of recent
manuscripts dealing with analytical applications for pesticides
[26–30], drugs [31–33], antioxidants [34,35] and others [36–38]
in a variety of industrial, clinical and environmental matri-
ces.

CL is becoming an attractive technique to be used as detection
system in LC due to its high sensitivity, wide linear range and sim-
ple instrumentation. Furthermore, CL detection is very sensitive
because the absence of a light source reduces noise and eliminates
Rayleigh and Raman scattering, allowing photon detectors to be
operated at high gains to improve the signal-to-noise ratio (S/N). In
addition, the elimination of the excitation source in CL can reduce
stray light and background emissions and removes the possibility
of light-source instability. Despite these advantages, CL has been
used less than fluorescence and absorbance for pesticide residue
analysis.

The coupling of luminol CL with HPLC provides high efficiency
in separation and low limits of detection (LODs) inherent to CL,
although its application in pesticide residue analysis has been lim-
ited [27].

The yield of strong CL emission by the oxidation of luminol in
alkaline medium is one of the best known and most efficient CL
reactions. Different oxidants can be used, such as hydrogen per-
oxide, molecular oxygen, hypochlorite or permanganate, mainly in
the presence of some type of initiator or catalyst such as perox-
idase, hexacyanoferrate(III), and compounds or metal ions (Co2+,
Cu2+, Cr3+, Ni2+, etc.). The luminol–KMnO4 CL system has been used
for the selective detection of carbaryl [39] and carbofuran [40],
both determinations being based on a FIA configuration. In both
methods, luminol carrier was mixed with permanganate carrier
before CL detector, and then, this oxidant solution was mixed with
the analytes without any catalyst. The CL mechanism proposed for
carbofuran consists in the oxidation of this compound with per-
manganate yielding an intermediate which could subsequently to
oxidize luminol upto the excited state 3-aminophthalate anion;
finally this excited anion decay to the ground state and produce
CL [40].

On the other hand, it has been established that the irradia-
tion of photoreactive analytes leads to the formation of species
that can be detected by CL providing very sensitive procedures
[41], but only some few papers dealing with photodegrada-
tion and CL have been published for pesticides determination
[28–30,42–44].

For analytical purposes, photochemical derivatization is

extremely useful because of their selectivity and sensitiv-
ity and many of these reactions have been adapted as
post-column detection systems in HPLC [45–50]. The main
advantages of the post-column derivatization are that the ana-
lytes are separated in their original form, without the need
for a complete derivatization reaction (assuming reproducibil-
ity) and the photoproducts need no stability for a long time
[51].

The purpose of our study was to check the usefulness of
the CL reaction of luminol for the determination of benzoy-
lurea residues in vegetables. We found that after irradiation
of both benzoylureas with UV light, the corresponding photo-
products produced a great enhancement on the CL emission
from the luminol–KMnO4 system in alkaline medium without
any catalyst. This enhancement in the CL emission is propor-
tional to the concentration of the selected compounds, which
can be determined by measuring the increase in the CL inten-
sity. Based on these findings, a new HPLC-CL method has been
developed for the sensitive determination of diflubenzuron and
triflumuron, which has been satisfactorily applied in tomato sam-
ples.
76 (2008) 815–823

2. Experimental

2.1. Chemical and solvents

Analytical standards (pestanal quality) of diflubenzuron (99.5%)
and triflumuron (99.9%) were obtained from Riedel-de Haën
(Seelze, Germany).

Acetonitrile (ACN) and methanol (MeOH) of HPLC grade were
obtained from Merck (Darmstadt, Germany); sodium acetate
(NaAc·3H2O), magnesium sulphate anhydrous (MgSO4) and acetic
acid glacial (HAc) for pesticide residue analysis were obtained from
Panreac (Barcelona, Spain). Luminol (5-amino-2,3-dihydro-1,4-
phthalazine dione, C8H7N3O2), potassium permanganate (KMnO4)
and sodium hydroxide (NaOH) for analysis were obtained from
Panreac (Barcelona, Spain). Primary and secondary amine (PSA)-
bonded silica was supplied by Supelco (USA).

Ultrapure water, obtained from a Milli-Q water purification sys-
tem from Millipore (Bedford, MA, USA), was used. Mobile phases
were filtered through a 0.45-�m cellulose acetate (water) or poly-
tetrafluoroethylene (PTFE) (organic solvents) and degassed with
helium prior and during use.

The luminol solution 0.1 mmol L−1, prepared in NaOH
0.1 mol L−1 aqueous solution, and permanganate solution
0.001 mmol L−1 were filtered through a Millipore membrane
of cellulose acetate (0.45 �m particle size) before pumping into
the chromatographic system.

2.2. Instrumentation

The HPLC-CL system consisted of a Waters (Milford, MA, USA)
HPLC equipment, composed of a Model 600E multisolvent delivery
system and a Rheodyne 7725i manual injector valve with a 200 �L
sample loop. The photochemical step was carried out on a photo-
chemical reactor Model PHRED-8 (Aura Industries, USA) fitted with
a knitted open tube reactor coil (7 m×0.6 mm o.d. and 0.3 mm i.d.)
of PTFE and an 8 W Mercury lamp. CL detection was conducted on a
CL detector from Jasco CL-2027 (Tokyo, Japan), which incorporated
a modification consisting of placing the mixing chamber as near as
possible to the detection cell.

The CL detector was connected to the HPLC equipment through
an interface (Waters busSAT/IN Module). The reagent solutions
(luminol–NaOH and KMnO4) were pumped with two systems
Waters Model 510. The luminol solution was firstly mixed with
the column effluent and KMnO4 solution was after mixed with the

resulting effluent inside the box containing the reaction cell and the
CL detector. HPLC separations were performed with a Gemini C18
150 mm×4.6 mm (5 �m particle size) column from Phenomenex
(USA).

A digital venturis FP 575 pentium personal computer using a
Millenium 32 software (Chromatography Manager, Waters) was
used for acquisition and treatment of data. A Model BV-401C
blender (Fagor Guipuzcoa, Spain) was used for blending the veg-
etable samples.

2.3. Preparation of standards and spiked samples

Individual analytical standard solutions of pesticides
(400 �g mL−1) were prepared by exactly weighing and dis-
solving the corresponding compounds in MeOH. Furthermore, the
standard solutions were protected against light and stored at 4 ◦C.
In these conditions, they were stable for at least 3 months.

Working standard solutions were prepared in MeOH:H2O
(50:50, v/v) as solvent. Calibration standard solutions of the ana-
lytes and extract of vegetable samples were prepared in MeOH:H2O
(50:50, v/v) and were filtered through Millipore membrane PTFE
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filters (0.2 �m particle size) before injection into the chromato-
graphic system.

For recovery determinations, samples (15 g) of finely chopped
vegetable were spiked, by addition of a standard stock solution
(20 �g mL−1 of each pesticide) at two levels of concentration: the
limits of quantification (LOQs) (0.01 and 0.02 mg kg−1, according
with the pesticide, equivalent to 0.05 and 0.10 �g mL−1 in the final
extract) and two times the LOQ (0.02 and 0.04 mg kg−1, equivalent
to 0.10 and 0.20 �g mL−1 in the final extract).

The spiked samples were allowed to stand for a few minutes
before extraction, to permit the spiking solution to penetrate the
test material.

2.4. Extraction procedure

A sample (15 g) of chopped tomato was placed in a 50 mL PTFE
vessel, 15 mL of ACN (1% HAc) were added to the sample and the
mixture was hand-shaken for 1 min. Then, 6 g of anhydrous MgSO4
and 2.5 g of NaAc·3H2O were added, and the mixture was hand-
shaken for another minute in such a way that a well-defined phase
separation was obtained after 5 min of centrifugation at 3500 rpm.
An aliquot (8 mL) was cleaned-up with 400 mg PSA and then dried
with 1200 mg MgSO4 by mixing them in a Vortex. After centrifu-
gation, 5 mL extract was evaporated to dryness under a gentle N2
stream. The obtained residue was redissolved in 1 mL MeOH:H2O
(50:50, v/v) and then filtered through a 0.2 �m PTFE filter before
injection in the chromatographic system. In order to avoid interfer-
ences, the PTFE filter were cleaned with 1 mL MeOH:H2O (50:50,
v/v) before its use.

2.5. HPLC procedure

200 �L of MeOH:water (50:50, v/v) sample solutions were ana-
lyzed by HPLC-CL. The mobile phase was MeOH:water (75:25, v/v)
isocratic at a flow rate of 1 mL min−1. After separation of pesti-
cides into the analytical column and photochemical derivatization
with a Mercury lamp (254 nm low pressure mercury lamp), the
resulting photoproducts were mixed with luminol (0.1 mmol L−1)-
NaOH (0.1 mol L−1) solution pumped at a flow rate of 0.8 mL min−1.
Before CL detection, the eluent was mixed with permanganate
solution (0.001 mmol L−1), which was pumped at a flow rate of
0.6 mL min−1, inside the box containing the reaction cell and the
CL detector.
3. Results and discussion

When we tried to enhance the CL yield from the system
luminol/KMnO4/OH−, by adding benzoylureas, through some
experiments in batch using a luminometer and microplates, none
reaction was positive. Therefore, we attempted to take advantage of
the possibility of changing their molecular structure by irradiation
with UV light, and then, to try the CL reaction [41,52,53].

In some previous works, we studied the effect of pH, nature
and percentage of organic solvent and irradiation time on the
fluorescent behaviour of the benzoylurea insecticides difluben-
zuron, triflumuron, lufenuron, hexaflumuron, and flufenoxuron,
after irradiation with UV light. We found that these compounds
were successfully transformed to fluorescent photoproducts and
the strongest fluorescence signal occurred in binary aqueous mix-
tures with organic solvent such as MeOH and ACN [11,54].

After irradiation, in presence of the photoproducts, a fast CL
reaction occurs between luminol and KMnO4 in alkaline medium
which depends on the nature and percentage of organic solvent in
the reaction medium. This increase on the CL signal was observed
for the five above-mentioned benzoylurea insecticides. Fig. 1A,
Fig. 1. (A) Kinetic profile corresponding to the CL reaction of diflubenzuron in
MeOH:H2O (60:40, v/v) (a) and in ACN:H2O (60:40, v/v) (b). (B) Kinetic profile of
CL reaction of diflubenzuron in 60% MeOH (a), 80% MeOH (b) and 90% MeOH (c) in
the reaction medium.

corresponding to the kinetic curve for the CL reaction of difluben-
zuron in ACN and MeOH, shows that the CL yield increased when
using MeOH. Therefore, this organic solvent was selected for fur-
ther experiments. Fig. 1B shows that the yield for the CL reaction
improved when decreasing the percentage of MeOH in the CL reac-
tion medium; the same effect was found when the percentage of
this solvent was decreased in the photoderivatization step.

As the CL reaction is produced by the resulting photo-fragments,
which are different for different irradiation intervals, the influence
of the photoreaction was studied versus CL yield. Fig. 2 shows that
the CL intensity increases with the irradiation time upto 10 min and
then, the increase is not significant.

The order of addition of reactives is sometimes a key factor,
the CL intensity depending to a great extend on it. Batch experi-
ments demonstrated that the CL signal was higher for both analytes
when KMnO4 was the last reagent added (Fig. 3). Therefore, the
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Fig. 2. Influence of time of irradiation with UV light on CL intensity for a standard
solution containing 10 mg mL−1 of diflubenzuron prepared in MeOH:H2O (60:40):
(©) 0 min, (�) 2 min, ( ) 5 min, (- - -) 10 min, and (×) 15 min.

photolyzed benzoylureas were firstly mixed with luminol–NaOH at
the outlet of the photoreactor and then, KMnO4 was added at the
mixing point, the latter located as described below. In fact, when
luminol–NaOH and KMnO4 were firstly mixed and then were added
to the eluate, CL signal was 10 times lower and its intensity was
also decreased if the last reagent added was luminol or when both
reagents were simultaneously mixed with the eluate at the mixing
point.

3.1. Modification of the CL detector

Previous studies showed that the rate of the CL reaction was fast
(from the reagent mixing to the peak maximum in the kinetic curve,
only 5 s were elapsed and it took about 20 s for the signal decay
to nearly the baseline). Initially, the commercial CL detector was
equipped with an external mixing chamber placed upstream and
just outside the dark box containing the detection cell, in such a way

Fig. 4. Schematic diagram of the HPLC-CL system used in the determination of benzoylur
nescence detector; PMT, photomultiplier tube; W, waste.
Fig. 3. Kinetic profile to CL reaction when the last reagent was KMnO4 (- - - -),

luminol/ NaOH solution ( ) or the three reactives mixed together ( ).

that in this reaction, the light intensity was emitted in this mixer
rather than in the cell. Therefore, a modification, which consists of
placing the mixing chamber as near as possible to the cell, inside
the dark box, was carried out (Fig. 4).

Fig. 5 shows that CL intensity increases exponentially when
decreasing the distance from the point of mixture to the detector,
according to the above considerations. Therefore, KMnO4 solution
was mixed with the eluent inside the dark box containing the mea-
sure cell.

3.2. Optimization of HPLC-CL conditions

To obtain the maximum CL intensity in the determination of
benzoylureas by HPLC-CL, the effects of NaOH, luminol and KMnO4
concentrations were investigated (Table 1).

The concentration of NaOH versus signal intensity was stud-
ied at concentrations ranging from 0.001 to 0.1 mol L−1, as shown
in Table 1. It can be seen that CL intensities increased with

eas. P, HPLC pump; I, injector; PHR-UV, photochemical UV reactor; CL, chemilumi-
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Fig. 5. Effect of distance from the mixer chamber to the detector on the CL intensity
of ( ) DFB, ( ) TFB, (1 �g mL−1 of each pesticide).
the concentration of NaOH, up to 0.1 mol L−1. Higher concentra-
tions were not studied because they could cause precipitation
in the flow tubes and 0.1 mol L−1 was chosen for further experi-
ments.

The effect of luminol concentration on the CL intensities of
benzoylureas was investigated in the range of 0.001–0.5 mmol L−1

(Table 1). Even though the CL intensity increased with the luminol
concentration through the range studied, 0.1 mmol L−1 was chosen
because higher concentrations could cause problems due to its pre-
cipitation in the tubes of flow devices, given the low solubility of
luminol in presence of organic solvents.

The concentration of KMnO4 versus CL intensity was studied
from 10−4 to 10−2 mmol L−1, as shown in Table 1. CL inten-
sities increased with the permanganate concentration, up to
10−3 mmol L−1, whereas higher concentrations decreased the CL
yield. Thus, KMnO4 10−3 mmol L−1 was used in the last flowing
solution.

Table 1
Effect of NaOH, luminol and KMnO4 concentrations on the CL intensity of
benzoylureas

Reactive Concentration a Peak area

Diflubenzuron Triflumuron

NaOH

0.001 115,730 37,670
0.005 444,554 184,531
0.010 723,158 522,880
0.050 3,792,549 2,900,052
0.100b 4,538,594b 2,961,725b

Luminol

0.005 371,622 350,276
0.010 702,343 666,823
0.050 2,831,695 2,887,925
0.100b 5,144,618b 4,433,272b

0.250 7,872,262 6,676,660

KMnO4

0.0001 800,366 644,306
0.0010b 1,163,514b 764,783b

0.0050 1,012,984 736,613
0.0100 864,869 658,543

a mol L−1 (NaOH), mmol L−1 (luminol and KMnO4).
b Optimum conditions.
76 (2008) 815–823 819

Table 2
Effect of flow rates of luminol–NaOH y KMnO4 on the CL intensity of benzoylureas

Reactive Flow rate (mL min−1) Peak area

Diflubenzuron Triflumuron

Luminol/NaOH

0.4 8525 5867
0.6 12,728 8207
0.8a 27,739a 19,807a

1 28,512 21,112
1.2 30,327 21,751

KMnO4

0.2 63,467 43,092
0.4 46,851 42,665
0.6a 60,019a 50,981a

0.8 −54,538 −23,567

a Optimum conditions.

On the other hand, the flow rates of reagent solutions are
crucial for the CL reaction and should be regulated as when
too slow or too high flow rates are used, CL may not be
emitted in the flow cell and hence, the emitter could not be
detected. The effect of flow rate of luminol–NaOH solution on
the CL intensities of benzoylureas was studied over the range
0.2–1.2 mL min−1. The results obtained showed that the CL intensi-
ties increased for both benzoylureas when the flow rates increased
up to 0.8–1.0 mL min−1, the CL intensity being then constant for
triflumuron and subsequent increases, being no significant for
diflubenzuron (Table 2). A flow rate of 0.8 mL min−1 was chosen
with the aim of avoiding excessive pressure in the PTFE flow tubing
devices.

The effect of flow rate of KMnO4 was studied from 0.2
to 0.8 mL min−1. CL intensities were slightly increased up to
0.6 mL min−1, whereas at 0.8 mL min−1 the signal decreased dra-
matically and negative peaks were obtained. Therefore, a flow rate
of 0.6 mL min−1 was selected.

After optimization of the HPLC variables and the HPLC-CL con-
ditions, we found that only diflubenzuron and triflumuron could be
detected with the adequate sensitivity. This fact would be explained
because as the percentage of MeOH in the mobile phase increases
with the run time to elute the less polar analytes, the yield of the
CL reaction decreases, according to the behaviour observed in the
previous studies (Fig. 1B).

3.3. Extraction and clean-up
Although the traditional liquid–liquid extraction (LLE) requires
handling large volume of solvents, some methods have been
proposed to extract these pesticides from vegetables using
dichloromethane [13] and ethyl acetate [11], the extracts being
cleaned up with aminopropyl [11] or silica [42] cartridges.

In our case, both reported LLE methods were assayed, but the
chromatograms obtained showed interferent peaks, as shown in
Fig. 6. Therefore, besides these classic extraction methods, the
method QuEChERS [55,56] was also utilized. This extraction and
clean-up approach was proposed in 2003 for the analysis of pesti-
cide residues in fruits and vegetables and since then it has been
used for the determination of pesticides in fruits and vegeta-
bles samples [57], honey [58] and oil [59], among other matrices,
being favourably compared versus another extraction methods
[56]. The QuEChERS method is a promising option which is being
increasingly used in multiresidue methods due to its considerable
advantages. Thus, this extraction method uses minimal amount of
solvents, requires no special equipment and provides high qual-
ity results for a wide range of pesticides [55], in addition, avoiding
the use of halogenated solvents. Furthermore, the chromatogram
obtained with this method shows the baseline free of the interfer-
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under the optimum conditions described above, are summa-
Fig. 6. Different extraction methods for diflubenzuron and triflumuron in tomato
samples using extraction with CH2Cl2 and clean up with aminopropyl cartridge ( ),
extraction with CH2Cl2 and clean up with silica cartridge (- - -) and extraction with
QuEChERS method (�).

ent peaks which appeared in the extracts obtained by LLE extraction
methods (Fig. 6).

3.4. Optimization of the HPLC system

Firstly, two different short analytical columns were checked in
order to achieve the shorter run time with the lower percentage of

MeOH in the mobile phase, thus, optimizing the CL signal according
to the behaviour found in the batch experiments. With this purpose,
an Aquasil C18 (50 mm×4.6 mm, 5 �m particle size) column from
Thermo and a Gemini C18 (50 mm×4.6 mm, 3 �m particle size)
column from Phenomenex were used. As expected, in both cases,
peak resolution was achieved with a mobile phase containing a high
percentage of water, but peak broadening and asymmetry were
also obtained. The best resolution and peaks shape were, finally,
obtained with a Gemini C18 (150 mm×4.6 mm 5 �m particle size)
column from Phenomenex, using MeOH:H2O (75:25, v/v), with a
run time in the same order than those obtained with the short
columns.

The volume of sample analyzed was optimised by inject-
ing 0.5 �g of each pesticide dissolved in different volumes of
MeOH:H2O (50:50, v/v) in the above-mentioned isocratic condi-
tions. The injection volume tested ranged from 20 to 1000 �L,
showing the possibility of performing large volume injection (LVI)
with good peak shape (width and symmetry) even for 200 �L. Thus,
a sample volume of 200 �L was selected to provide sufficient sen-
sitivity.

Table 3
Analytical figures of merit obtained using solvent-based standards

Compound Linear range (�g mL−1) R2 LODa (�g mL−1)

Diflubenzuron 0.05–0.50 0.996 0.002
Triflumuron 0.10–1.00 0.992 0.017

a IUPAC criterion.
b EURACHEM criterion (R.S.D. 10%).
c n = 10.
Fig. 7. HPLC-CL chromatogram of a standard solution containing 1 �g mL−1 of (1)
diflubenzuron and (2) triflumuron.

Fig. 7 shows a chromatogram of the two benzoylureas in the
optimised conditions. In all cases, the peak area was used as ana-
lytical signal for quantification because of its higher repeatability.

3.5. Validation in solvent

The analytical figures of merit in pure solvent, obtained
rized in Table 3. LODs and LOQs were calculated statistically
[60] as 3.84 and 10 times, respectively, the standard deviation of
the signals corresponding to 10 blank solutions divided by the
slope of the calibration curve. The LOQs were also calculated,
according to the EURACHEM Guidance [61], as the lowest concen-
tration of the analyte for which the relative standard deviation
(R.S.D.) of the signal is equal to a fixed percentage (10% in our
case).

Linear range was established for each pesticide, the lower limit
being the LOQ calculated according to the last criterion and the
upper limit being the concentration for which the signal deviates
from the linearity by 3–5% [62].

Calibration curves (eight standards covering the whole
range) showed linear relationship (R2 > 0.992) between 0.05
and 0.50 �g mL−1 for the diflubenzuron and between 0.10 and
1.00 �g mL−1 for triflumuron.

The intra-day precision was tested with 10 repeated injections of
two sample solutions containing the analytes at two concentration
levels (0.10 and 0.25 �g mL−1) for each pesticide, the R.S.D.s being
lower than 7.2% in all cases (Table 3).

LOQa (�g mL−1) LOQb (�g mL−1) Repeatability R.S.D. (%)c

0.10 �g mL−1 0.25 �g mL−1

0.01 0.05 7.2 1.4
0.06 0.10 6.0 4.6
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Fig. 8. HPLC-CL chromatograms of: a tomato blank extract ( ) and tomato
sample extract ( ) spiked at LOQs concentration levels: (1) diflubenzuron and (2)
triflumuron.

3.6. Validation in tomato matrix

With the aim of determining the two benzoylureas in tomato
samples, the optimised method was validated in matrix. Fig. 8
shows the HPLC-CL chromatograms of a tomato blank extract and
of a tomato blank extract spiked with the two insecticides at con-
centration levels corresponding to the LOQs. Peaks of benzoylureas
were well resolved and showed no interferences with the vegetable
matrix. However, when calibration graphs obtained using solvent-
based and matrix-matched standards were compared, a decrease
effect on the analytical signal, which was due to the matrix, was
observed for both compounds in the vegetable matrix. With the aim
of confirming the presence of matrix effect, the slopes of calibration
graphs obtained in both ways were compared for each pesticide by

means of a t-test [63]. The results of the t-test showed significant
differences between the slopes of the two calibration curves for the
two pesticides in this matrix. Therefore, analytical figures of merit
were calculated using standards prepared spiking blank extracts of
tomato.

Method detection limits (MDLs) were calculated according to
the procedure proposed by de U.S. EPA [64]. The MDL is defined
by this organism as “the minimum concentration of a substance
that can be measured and reported with 99% confidence that the
analyte concentration is greater than zero and it is determined from
analysis of a sample in a given matrix containing the analyte. It is
essential that all sample processing steps of the analytical method
be included in the determination of method detection limit”. In this
way, the MDL takes into account, not only matrix effect, but also the
variability introduced by all the sample processing steps.

With this aim, seven aliquots of tomato samples were spiked
at 0.016 and 0.040 mg kg−1 (equivalent to 0.08 and 0.20 �g mL−1

in the final extract) of diflubenzuron and triflumuron, respectively
and the procedure described by the U.S. EPA was carried out. Each
replicate was processed through the entire analytical method and
an initial estimate of the MDL was then calculated by multiplying

Table 4
Analytical figures of merit obtained using matrix-matched standards

Compound Linear range (�g mL−1) R2 LODa (�g m

Diflubenzuron 0.05–0.50 0.995 0.0025
Triflumuron 0.10–1.00 0.997 0.0131

a Method detection limit.
b EURACHEM criterion (R.S.D. 10%).
c n = 10.
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the standard deviation of the results by the appropriate t-statistic.

MDL = t(n−1,˛=0.01)SA

where n is the number of replicate analyses, SA is the standard devi-
ation of the replicate analyses, and t is the Student’s t-value for n−1
degrees of freedom at 99% confidence level.

Thus, the estimated MDLs were 0.00166 and 0.000798 mg kg−1

(equivalent to 0.0083 and 0.00399 �g mL−1 in the final extract) for
diflubenzuron and triflumuron, respectively.

Next, seven aliquots of tomato samples, spiked at 0.01 and
0.02 mg kg−1 (corresponding to 0.05 and 0.1 �g mL−1) were ana-
lyzed through the entire method and SB was also calculated for each
pesticide. After to verify that SA and SB were not statistically signif-
icant (based on the F-statistic of their ratio), these two variances
were pooled to obtain a single estimated S2 as follows:

s2
pooled =

(nA − 1)s2
A + (nB − 1)s2

B
nA + nB − 2

where nA and nB are the number of samples analyzed in each set.
The MDLs were then calculated using the pooled standard devi-

ation as:

MDL = t(nA+nB−2,˛=0.01) × spooled

The values of MDL obtained in this way for diflubenzuron and triflu-
muron were 0.0005 and 0.0026 mg kg−1, respectively (equivalent to
0.0025 and 0.0131 �g mL−1 in the final extract), being in the same
order than the LODs obtained in pure solvent.

The LOQs were also calculated, according to the EURACHEM
Guidance [61], as described above. Each replicate was processed
through the entire analytical method and the results obtained are
summarized in Table 4.

The proposed method provided LOQs which are 8–16 times

the values obtained by another previously developed CL method
using photochemical derivatization and K3Fe(CN)6 in basic medium
[30] and they are comparable with those obtained by a PIF-based
method [11]. Anyway, they are lower than the MRLs established by
the Spanish and European legislation [2,65].

The intra-day precision was calculated using standards prepared
in blank tomato extract as described above (0.02 and 0.05 mg kg−1,
equivalent to 0.10 and 0.25 �g mL−1 in the final extract), the R.S.D.s
values being lower than 10.0% for all pesticides (Table 4). These
values were similar to the ones obtained by CL with K3Fe(CN)6 in
basic medium [30].

3.7. Recovery studies

In order to establish the accuracy and precision of the total
method, six replicates of vegetable samples were spiked at two con-
centration levels of each benzoylurea: corresponding to the LOQs in
blank matrix extract (0.01 and 0.02 mg kg−1 for diflubenzuron and
triflumuron, respectively) and two times the LOQs (0.02 mg kg−1

for diflubenzuron and 0.04 mg kg−1 for triflumuron), extracted and
analyzed by using the described method. The mean recovery per-

L−1) LOQb (�g mL−1) Repeatability R.S.D. (%)c

0.10 �g mL−1 0.25 �g mL−1

0.05 5.2 9.5
0.10 6.6 7.6
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Table 5
Recovery percentages and R.S.D. (%) for the determination of diflubenzuron and trifl
matrix-based standards for quantification

Compound LOQ (mg kg−1)

Mean recovery (%)a

Diflubenzuron 85.5
Triflumuron 86.5

a n = 6.

centages and the R.S.D.s of the six replicate samples are shown in
Table 5.

In general, it can be observed that recoveries were satisfactory
for both insecticides (between 94.2% and 79.7%), being in the range
expected for residue analysis [66].

4. Conclusions

HPLC combining CL detection represents an interface between
the selectivity of an elegant separation method and the sensi-
tivity of an ultrasensitive detection method. However, although
numerous compounds are detectable by some CL reactions in flow
injection systems, the mobile phases of HPLC are sometimes incom-
patible with the CL reactions, leading to that some compounds are
undetectable in HPLC-CL detection.

An efficient and sensitive HPLC-CL method has been developed
in order to determine diflubenzuron and triflumuron in vegetable
samples. It is based on the CL which appears when the target ana-
lytes react with luminol–NaOH in presence of KMnO4, previous
post-column photolysis. The proposed method is simple, rapid,
fairly sensitive, selective and sufficiently accurate and precise. In
addition, it requires no sophisticated instruments.

The tandem photodegradation-CL detection offers an interest-
ing strategy for improving sensitivity and permits to increase the
number of compounds to be determined by direct CL (compounds
even without o with very weak CL behaviour).
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[11] M. Martı́nez-Galera, T. López-López, M.D. Gil-Garcı́a, J.L. Martı́nez-Vidal, P.
Parrilla-Vázquez, J. Chromatogr. A 918 (2001) 79.

[12] M.D. Gil Garcı́a, M. Martı́nez Galera, D. Barranco Martı́nez, J. Gisbert Gallego, J.
Chromatogr. A 1103 (2006) 271.

[13] M.D. Gil Garcı́a, D. Barranco Martı́nez, M. Martı́nez Galera, P. Parrilla Vázquez,
J. Sep. Sci. 27 14 (2004) 1173.

[

[

[
[
[
[
[
[

[

[

[

[
[

[
[

76 (2008) 815–823

on in tomato spiked at two concentration levels, using calibration graphs built with

2× LOQ (mg kg−1)

(%)a Mean recovery (%)a R.S.D. (%)a

94.2 2.6
79.7 3.4

[14] K.A. Barnes, R.J. Fussell, J.R. Startin, S.A. Thorpe, S.L. Reynold, Rapid Commun.
Mass Spectrom. 9 (1995) 1441.

[15] K.A. Barnes, R.J. Fussell, J.R. Startin, M.K. Pegg, S.A. Thorpe, S.L. Reynolds, Rapid
Commun. Mass Spectrom. 11 (1997) 117.

[16] A. Garrido-Frenich, M.D. Gil-Garcı́a, F.J. Arrebola, J.L. Martı́nez-Vidal, M.
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. Introduction

Ion-selective sensors have been used for analytical determi-
ation of a wide variety of ions since the 1970s. Ion-selective
ensor’s utility and simplicity have replaced other wet analyti-
al methods that were often far slower and more cumbersome
o perform. Ionophore plays a key role in the sensitivity of an
on-selective electrode (ISE). The creation of cavities and cleft in
he ionophore that are complementary to the size and charge
f a particular ion can lead to very selective interactions. One
f the most important figures of merit for ISEs is the selectiv-
ty towards a specific analyte, which is generally limited by the
nteraction of ionophore within the membrane with other ions in
olution. Recently, there has been much focus on the construc-
ion of anion-selective electrodes that function on the basis of
hemical recognition principle [1]. The demand for ionophores
ith either new or improved selectivities in the field of ion-

elective electrodes (ISEs) is high particularly in the area of
nion-selective electrodes. For a truly anion-selective electrode, a
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lective sensor, based on the use of butane-2,3-dione,bis[(2,4-
) as a neutral carrier in poly(vinyl chloride) (PVC) matrix, is reported.

and cation excluder, cetryaltrimethylammonium bromide (CTAB) was
was obtained with a membrane composition of PVC:BDH:CTAB ratio

sor exhibits significantly enhanced selectivity toward acetate ions over a
10−6 to 1.0×10−1 M with a lower detection limit of 1.2×10−6 M within

onse time of <15 s and a Nernstian slope of 60.3±0.3 mV decade−1 of
brane composition, and possible interfering anions were investigated on
electrode. Fast and stable response, good reproducibility and long-term
sensor has a response time of 15 s and can be used for at least 65 days

gence in their potential response. Selectivity coefficients determined with
SM) and fixed interference method (FIM) indicate that high selectivity for
ode shows fairly good discrimination of acetate from several inorganic and
ully applied to direct determination of acetate within food preservatives.
id in vinegar samples were determined by direct potentiometry and the

ioned by the manufacturers.
© 2008 Elsevier B.V. All rights reserved.

strong interaction between the ionophore and the anion is required
in order to complex anion in a selective fashion. Potentiometric

response of the membranes doped with these complexes believed
to be based on the coordination of analyte anion with carrier
molecule.

The Acetate ion has significant role in biological, medi-
cal and environmental fields. Acetate ion can be determined
in aqueous, environmental, biological and food samples by
different methods like colorimetric [2], liquid membrane sen-
sor [3], flow injection analysis systems [4,5]. These methods
are time consuming, involve multiple sample manipulations,
require large infrastructure backup, expertise and not very
appropriate for analysis of large number of samples. Ion-
sensors provide analytical procedures that overcome the above
drawbacks since they are fast convenient and require no
sample pretreatment and are also suitable for online analy-
sis.

Few sensors have been reported for acetate based on phorphyrin
[6] and trimethylcetylammonium acetate [3]. The electrode sen-
sors reported for acetate exhibit narrow working concentration
ranges and show interferences to various anions such as Cl−, HSO3

−,
HCO3

−, NO3
−, SCN−, I− and Br−. Thus there is still a need for having a

good sensor for acetate and further efforts are required to develop it.
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Fig. 1. Structural formulae of butane 2,3-dione,bis[(2,4-dinitrophenyl)hydrazone]
ionophore.

In recent times intensive research has been directed towards
the preparation of a variety of selective receptors for anions
[7–10]. These have included Lewis acids, guanidium and ami-
dinium, pyrroles, metallo receptors and amides. Such receptors are
now used for anion binding due to their flexibility, which allows
for adjustment in the size of the cavity as well as the formation of
strong hydrogen bonds [11–13]. Keeping this in mind, we synthe-
sized a new disubstituted phenylhydrazone (BDH)-based derivative
(Fig. 1). From spectroscopic studies it was found that it showed
receptivity for the anion in general and for acetate ion in partic-
ular, to which the affinity is maximum. Thus newly synthesized
receptors are likely to act as potential material for preparing mem-
branes, which may show selective potential response to acetate
ion. Therefore their PVC-based membranes have been prepared and
investigated as acetate selective sensor.

2. Experimental

2.1. Reagents

All reagents were of analytical grade and used without fur-
ther purification. Acetylacetone from CDH (Mumbai, MH, India).
High molecular weight poly(vinylchloride) (PVC), Aldrich, (St. Louis,
USA). Di-n-butyl phthalate (DBP), dioctylpththalate (DOP) from SD
Fine-Chem Limited (Mumbai, MH, India). Analytical reagent grade
tetrahydrofuran (THF), acetonitrile (MECN) were obtained from
Ranbaxy (Okhla, New Delhi, India). 2,4-Diaminophenylhydrazine,
sodium acetate, sodium sulphate, sodium chloride and sodium
dihydrogen phosphate were obtained from Merck (Darmstadt,
Germany). 2-[4-(2-Hydroxyethyl)-piperazinyl]ethanesulfonic acid
(HEPES) was obtained from Dojindo Laborateries (Kumamoto,
Japan). N,N,N,N-Cetryl trimethyl ammonium bromide (CTAB),

chloronapthelen (CN) and tri-n-butyl phosphate were obtained
from Highmedia laboratories (Mumbai, MH, India).

2.2. Synthesis of
butane-2,3-dione,bis[(2,4-dinitrophenyl)hydrazone]

The ionophore BDH (Fig. 1) was synthesized as previously
described method [14]. 2,4-Dinitrophenyl hydrazine was dissolved
in methanol (600 ml) and acetylacetone was added drop wise to a
solution of 2,4-dinitrophenylhydrazine was added dropwise with
stirring. A catalytic amount of acetic acid was added in the solu-
tion. This mixture was refluxed for 1 h and yellow precipitates were
formed. The precipitate was filtered off, washed with cold diethyl
ether/water and dried in vacuo. The residue was purified by re-
crystallization from ethanol/acetonitrile (1:1). It had an mp-179 ◦C,
Anal. Calc. for [C17H16N8O8]: C, 44.35, H, 3.50, N, 24.34%. Found:
C, 44.28, H, 3.65, N, 23.97. The 1H NMR (CDCl3) exhibited signals
at: ıH 2.17 (S, 6H, CH3), 3.57 (S, 2H, CH2), 7.93 (d, J = 9.5 HZ, 2H,
Ar), 8.34 (dd, J = 9.5, 2.0HZ, 2H, Ar), 11.14 (S, 2H, NH). The 13C NMR
(CDCl3) showed signals at ı 16.27, 48.54, 116.58, 123.71, 129.86,
130.44, 138.25, 145.22, 153.07. The IR (KBr) spectrum showed bands
76 (2008) 859–864

at �(cm−1) 3313s (–N H), 3102m (–C H, Ar), 2985m (–C H,CH3),
1615vs. (>C N–).

2.3. Preparation of normal PVC-membrane and sandwich PVC
membranes

The PVC-based membranes were prepared by dissolving appro-
priate amounts of ionophore, cation excluder (CTAB), solvent
mediators (DOP, TBP, CN and DBP) and PVC in THF (10 ml). After
complete dissolution of all the components, the homogeneous mix-
ture was concentrated by evaporating THF and it was then poured
into polyacrylate rings placed on a smooth glass plate. After 24 h
of evaporation, transparent membranes of 0.4 mm thickness were
removed carefully from the glass plate. A 5-mm diameter piece
was cut out and glued to one end of a “Pyrex” glass tube. A 0.1 M
HEPES–NaOH buffer solution of pH 7.0 containing 10 mM sodium
acetate and 1 mM NaCl was used as the internal filling solution. The
membranes were equilibrated for 2 days in 0.1 M solution of anions
in the same buffer solution and were further used for potential mea-
surement studies. Sample solutions were buffered to pH 7.0 with
0.1 M HEPES–NaOH because no emf response to HEPES buffer in a
concentration range of 0.001–0.1 M was observed.

The sandwich membrane was made by pressing two individual
membranes (ordinarily one without ionophore and one with the
same components and an additional ionophore) together imme-
diately after blotting them individually dry with tissue paper. The
obtained sandwich membrane was visibly checked for air bubbles
before mounting on electrode body with the ionophore-containing
segment facing the sample solution. The combined segmented
membrane was then rapidly mounted on to the electrode body and
potentials were measured.

2.4. Apparatus and potential measurements

IR spectra were recorded with a PerkinElmer FT-IR 1000 spec-
trometer using KBr pellets. 1H NMR spectra were recorded on a
Bruker AC 500 MHz spectrophotometer. The melting point was
determined on JSGW apparatus. Elemental analysis was performed
with Vario ELIII instrument. The potential measurements were car-
ried out at 25±0.1 ◦C with a digital potentiometer (modal 5652
A, ECIL, India) by setting the following cell assembly, employing
saturated calomel electrodes (SCE) as a reference electrode.

Hg/Hg2Cl2|KCl(satd.)|testsolution||PVCmembrane||0.1 MHEPES
–NaOHatpH7.0, AcO−|Hg/Hg2Cl2/KCl(satd.)

3. Result and discussion

3.1. Anion-binding studies

The affinity of ionophore for various anions was determined
by UV–vis spectroscopic method [15,16]. Fig. 2 shows the changes
in absorption spectrum of ionophore (5.0×10−5 M) in acetoni-
trile upon addition of equal volume of anions (2.0×10−5 M). It is
seen from Fig. 2 that among all anions, acetate showed highest
interaction with ligands and the affinity and sensing capabil-
ity of ligands for anions in aqueous solution is in the order of
CH3COO−�H2PO4

2− > SO4
2− > Cl− ions.

3.2. Potential responses of the sensor

In order to know the ion to which membrane of BDH respond
ideally, preliminary experiments involving measurement of poten-
tial as a function of concentration of different anions (taken as test
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tigated by using four plasticizers with different polarities including
Fig. 2. Observed changes in UV–vis spectrum of ligand (5.0×10−5 M) in acetonitrile
after the addition of aqueous anions (2.0×10−5 M).

solution) were determined. The potential responses of these elec-
trodes are shown in Fig. 3. It is seen that except for acetate ion, the
slope of corresponding potential vs. pM plots are not Nernstian and
concentration ranges are also narrow. This indicates that the mem-

brane is not responding to these anions probably due to low affinity
for them and slow exchange kinetics of the anion with ionophore
complex in the membrane phase. However, membranes of both the
BDH respond to acetate over a wide concentration range with a near
Nernstian slope. Thus, they can be used as acetate sensors. Follow-
ing these experiments, membranes were further studied as acetate
sensor only.

3.3. The effect of membrane composition on potential response of
the acetate sensor

The above studies have shown that phenylhydrazone-based
receptor exhibit high affinity for acetate ion as compared to other
ions and therefore, can act as a selective ionophore for its poten-
tiometric determination. The sensitivity and performance of an
ionophore (BDH) significantly depends on the membrane compo-
sition and the nature of solvent mediator and additive used. Thus
to optimize potentiometric performance of acetate-selective elec-
trode various PVC membrane based on BDH were prepared and
investigated. The influence of plasticizer type and concentration
on the characteristics of acetate ion-selective electrode was inves-

Fig. 3. Potential responses of ion-selective membrane sensor for various anions.
Fig. 4. Variation of membrane potential with activity of acetate ions of PVC-based
membranes of without plasticizers (1); with plasticizers, DOP (2); CN (3); TEP (4)
and DBP (5).
DBP, CN, DOP, TBP (Fig. 4; Table 1). It seems that without plasticizer
membrane produced maximum sensitivity.

It has also been demonstrated that the presence of ionic addi-
tives improves potentiometric behavior by reducing the ohmic
resistance [17] and catalyzing exchange kinetics at the sample-
membrane interface [18]. Better response characteristics, i.e.
Nernstian response and improved selectivity were observed with
an optimum CTAB amount of 8 mg in membrane. Several membrane
were prepared and tested with different compositions, and best
results obtained on the optimization of the membrane composition,
are reported in Table 1.

3.4. Potentiometric calibration characteristics of the proposed
sensor

It was found that for selected membrane with composition
PVC:BDH:CTAB as (w/w; mg) of 160:8:8, potential response was
linear for acetate ions (Fig. 5). The emf response of the membrane
sensor of varying Ac− concentration depicts a rectilinear range from
5.0×10−6 to 1.0×10−1 M with a slope of 60.3±0.3 mV decade−1 of

Fig. 5. Calibration plot of acetate-selective sensors based on butane 2,3-
dione,bis[(2,4-dinitrophenyl)hydrazone] ionophore.
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ion and interfering ions. The value <1.0 shows that the sensor is
selective to the primary ion over the interfering ion. It is seen from
862 V.K. Gupta et al. / Ta

Table 1
Composition of PVC membranes of ligands and performance characteristics of CH3C

Sensor no. Composition (w/w; mg) Slop

Ionophore (BDH) CTAB Plasticizer PVC

1 8 8 DBP, 153.6 77 32.1
2 8 8 CN, 142 71 55.2
3 8 8 TBP, 150 75 40.1
4 8 8 DOP, 150 75 50.3
5 8 8 0.00 160 60.0

Ac− activity for sensor no. 5. The limit of detection defines as the
concentration of acetate obtained when extrapolating the linear
range of calibration curve to the base line potential is 1.2×10−6 M.
Repeated monitoring of potentials and calibration, using the same
electrode, over several days gave good slope reproducibility, as
given in Table 1.

3.5. Response and life time

Response time of the sensors has been determined by measuring
the time required to achieve a stable potential for 1.0×10−4 M solu-
tion, when acetate ion concentration was increased 10-fold from
1.0×10−5 to 1.0×10−4 M. Sensor having membrane without plasti-
cizer gave a stable response in 15–25 s were smaller than 3 min. The
addition of plasticizer to membrane did not increase the response
time. The sensing behavior of the membrane electrode remains
unchanged when the potential was recorded either from low to
high concentration or vice versa. It is seen from Table 2 that the
sensor continued to generate reproducible potential for the period
of 65 days and standard deviation of 20 measurement made on a

−4
solution (1.0×10 M) was found to be ±0.1 mV.
The ionophore (BDH) is insoluble in aqueous solution; hence,

it is difficult to measure the concentration of ionophore in water.
To determine the partition coefficient water–octanol mixture was
used. It was found that the initial amount of ionophore dis-
solved in octanol quickly and thus the value partition coefficient is
almost 0.1–99.9 in water–octanol. This indicates that the ionophore
(BDH) is highly lipophilic in nature. After life time period mem-
brane became mechanically weak. Therefore, deviation in potential
occurs and slight gradual decrease in slope is observed.

3.6. Potentiometric selectivity

Selectivity is an important characteristic of a sensor that delin-
eates the extent to which the device may be used in the estimation
of analyte ion in the presence of other ions and extent of utility of
any sensor in real sample measurement. In this work, the selec-
tivity coefficients of the sensors toward different cationic species
(An−) were evaluated by using both the matched potential method
(MPM) [19] and the fixed interference method (FIM) [20].

Table 2
Conditioning time of optimized CH3COO− ion-selective sensor

Time (days) Slope±1.0 (mV decade−1of activity) Linear range (M)

1 60.0 5.0×10−6 to 1.0×10−1

5 60.0 5.0×10−6 to 1.0×10−1

11 60.0 5.0×10−6 to 1.0×10−1

17 60.0 5.0×10−6 to 1.0×10−1

25 60.0 5.0×10−6 to 1.0×10−1

36 60.0 5.0×10−6to 1.0×10−1

49 59.9 5.0×10−6 to 1.0×10−1

65 59.9 5.0×10−6 to 1.0×10−1

75 59.9 1.0×10−5 to 1.0×10−1
76 (2008) 859–864

selective sensors

.3 (mV decade−1 of activity) Linear range (M) Detection limit (M)

1.0×10−4 to 1.0×10−2 3.1×10−4

1.0×1.0−4 to 1.0×10−2 1.0×10−4

1.0×1.0−4 to 10×10−2 3.9×10−5

5.0×10−4 to 1.0×10−2 1.5×10−5

5.0×10−6 to 1.0×10−1 1.2×10−6

In the MPM, the selectivity coefficient (Kpot
Ac,B) was determined by

measuring the change in potential upon increasing the primary ion
(Ac−) activity from an initial value of aAc to a′Ac and aB represents
the activity of interfering ion added to the reference solution of
primary ion of activity aAc which also brings about same potential
change. It is given by expression:

Kpot
Ac,B =

�aAc

aB
= a′Ac − aAc

aB
(1)

In the present studies aAc and a′Ac were kept at 1.0×10−6 and
5.0×10−6 M Ac− and aB was experimentally determined. FIM is
the most widely used procedure as per IUPAC recommendation for
determining selectivity coefficients [21]. In the FIM, the selectivity
coefficient was evaluated from potential measurement on solutions
containing a fixed concentration of interfering ion (1.0×10−2 M)
and varying amount of Ac− ions. The values of selectivity coeffi-
cient so determined are compiled in Table 3. A value of selectivity
co-efficient equal to 1.0 indicates equal response to both primary
Table 3 that the selectivity coefficients determined by both the
methods are sufficiently <1.0, indicating that the present sensors
are significantly selective to acetate ion over all the interfering ions.

It is seen that the selectivity of the proposed sensor toward
acetate is better for most of the anions as compared to all reported
sensors. The electrode based on BDH shows better selectivity and
detection limit. The presence of strong electron withdrawing nitro
groups of ionophore increases its hydrogen bond donor capacity
and thus bonding with acetate ion. In view of its good selectivity,
the proposed sensor could be used to determine acetate in solu-
tions containing appreciable concentrations of Cl−, H2PO4

− and
SO4

2−ions.

3.7. Determination of formation constant

The formation constant of the ion–ionophore complex within
the membrane phase is a very important parameter that dictates
the practical selectivity of the sensor. To determine the formation
constant, two membrane segments are fused together, with only

Table 3
Selectivity coefficient of various interfering anions

Interfering ions Selectivity coefficients (− log Kpot
Ac,B)

MPM FIM

Cl− 0.04 0.07
H2PO4

− 0.16 0.14
SO4

2− 0.11 0.08
Br− 0.13 0.10
ClO4

− 0.12 0.15
I− 0.05 0.07
NO3

− 0.68 0.65
NO2

− 0.22 0.19
SCN− 0.15 0.17
OH− 0.17 0.19
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Table 4
Complex-formation constants of ionophore (BDH) in segmented sandwich-PVC
membrane with different anions
Anions Formation constant (log ˇILn)*

CH3COO− 5.5
Cl− 3.8
H2PO4

− 3.0
SO4

2− 3.3
Br− 3.1
ClO4

− 3.3
I− 3.8
NO3

− 2.0
NO2

− 2.2
SCN− 2.9

* RSD was < 2.5% for n = 3.

Table 5
Determination of total acetate ion flowing samples

Samples Total acetate ion determined (g/100 mL)

Determined by proposed sensor Labeled

Vinegar (brand-1) 4.56 ± 0.01 4–5
Vinegar (brand-2) 4.85 ± 0.03 5
Food preservative 1.98 ± 0.04 2

one containing the ionophore, to give a concentration-polarized
sandwich membrane. A membrane potential measurement of this
transient condition reveals the ion activity ratio at both inter-
faces, which translates into the apparent binding constant of the
ion–ionophore complex [22]. In this method complex formation
constants are obtained by neglecting ion pairing. As reported,

the membrane potential EM is determined by subtracting the cell
potential for a membrane without ionophore from that for the
sandwich membrane. The formation constant is then calculated
using the equation:

ˇILn =
(

LT −
nRT

ZI

)−n

exp
(

EMzIF

RT

)
(2)

where LT is the total concentration of ionophore in the membrane
segment, RT is the concentration of lipophilic ionic site additives, n
is the ion–ionophore complex stoichiometry, and R, T and F are the
gas constant, the absolute temperature, and the Faraday constant
respectively. The ion I carries a charge of zI. The determined forma-
tion constants (log ˇILn) for the examined different complexes were
recorded in Table 4. The elapsed time between sandwich fusion
and exposure to electrolyte was typically <1 min. The potential was
recorded as the mean of the last minute of a 5-min measurement
period in the appropriate salt solution. The potential of such sand-
wich membranes remains free of diffusion-induced potential drifts
for about 20 min. Standard deviations were obtained based on the
measurements of sets of at least three replicate membrane disks
that were made from the same parent membrane. A careful anal-

Table 6
Comparison of some of the characteristics of the proposed electrode with of previous ace

References Ionophore name Linear range (M) Slope (m
activity

Proposed sensor Butane-2,3-dione,bis[(2,4-
dinitrophenyl)hydrazone]

5.0×10−6 to
1.0×10−1

60.0±1

[6] (�,�,�,�)-5,10,15,20-tetrakis[2-(4-
Fluorophenylureylene)phenyl]-
porphyrin

1.0×10−5 to
1.0×10−2

54.8.±

[3] Liquid membrane
(trimethylcetylammonium acetate)

3.0×10−5 to
5.0×10−2

Not rep
Fig. 6. Effect of pH on potential response of the acetate ion-selective sensor.

ysis of the data in Table 4 reveals that acetate ion has maximum
value of formation constant for acetate ion than other ions. Hence,
it shows significant anion-binding characteristics with ionophore
as compared to other ion.

3.8. Effect of pH

The pH dependence of the electrode potential was investigated
in the pH range 5–8 for 10−3 and 10−4 M of acetate solutions.

The pH of the solution was adjusted by the addition of 0.1 M
HEPES–NaOH/H2SO4 buffer solution. As shown in Fig. 6, the poten-
tial was independent of pH in the range of 6.5–7.5. The increase in
electrode potential of electrode at pH < 6.5 could be due to the pres-
ence of H+ ion which will convert acetate into acetic acid. This will
decrease the hydrogen bonding between acetate ion and ionophore.
Similarly the deviation in potential at pH > 7.5 may be due to the
interference of OH− ion. The electrode then starts responding to
OH− ions in addition to acetate ions.

3.9. Effect of non-aqueous content

As the samples may possess some non-aqueous content in them,
hence the performance of the proposed electrode is also assessed
in non-aqueous media using methanol–water, ethanol–water and
acetonitrile–water mixtures. The non-aqueous content was varied
between 10 and 35% (v/v). The sensor does not show appreciable
change in working concentration range (5.0×10−6 to 1.0×10−1 M)
or slope (60.0±1.0 mV decade−1 activity) in mixture up to 20% (v/v)
non-aqueous content. However, in mixtures having higher per-
centage of non-aqueous content the working range was decreased

tate ISEs

V decade−1 of
)

Selectivity coefficients (− log Kpot
Ac,B) Response time (s)

.0 Cl− (0.04), NO2
− (0.22), NO3

− (0.68),
Sal− (1.58), SCN− (−0.15), ClO4

− (0.02),
Br− (0.13)

<15

0.8 Cl− (0.57), NO2
− (0.22), NO3

− (0.76),
Sal− (1.58), SCN− (−0.65), ClO4

− (0.00),
Br− (−0.15)

<30

orted NO3
− (7.6), ClO4

− (2.42), NO2
− (4.1),

Br− (5.9), Cl− (2.3), F− (0.346), OH−

(2.7), Benzoate (0.50), I− (0.50), HCOO−

(1.8), SO4
2− (0.85)

2–3
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(4.2×10−5 to 1.0×10−1 M) and the slope decreased from 60 to
∼50 mV decade−1 of activity. Such an observed behavior can be
explained on the basis of leaching of the ionophore in organic
phase.

4. Analytical application

The proposed sensor was used for the determination of
acetate in two commercially available brands of vinegar contain-
ing 4–4.5 g/100 mL acetic acid. The sample solution was prepared

by dilution of 50 �L of vinegar to 50 mL with 0.1 M HEPES–NaOH
buffer, pH 7.0. The analysis was carried out by direct potentiometry
using a calibration curve obtained with standard solution of sodium
acetate prepared in the same buffer. It is seen from Table 5 that there
is a satisfactory agreement between the determined values and the
labeled acetate content.

5. Conclusions

An acetate selective electrode has been developed using
diphenylhydrazone-based neutral ionophore with hydrogen bond
donors. This electrode has a greater sensitivity and selectivity for
acetate; it exhibits wider working concentration range (5.0×10−6

to 1.0×10−1 M). Nernstian compliance (60±0.3 mV decade−1

activity), fast response time (15 s), and showed high selectiv-
ity for acetate. The proposed sensor is superior to the reported
sensors (Table 6) as it possesses high selectivity for acetate
even over interfering anions such as Cl−, HSO3

−, HCO3
−, NO3

−,
SCN−, I− and Br− which causes considerable interference in the
functioning of other reported sensors. Thus, the sensor can be
used for selective determination of acetate ion. Acetic acid in

[

[
[
[

76 (2008) 859–864

vinegar was successfully determined using the proposed elec-
trode.
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1. Introduction
In most cases, studying kinetics of vapor adsorbate on solid
adsorbent with experimental methods is necessary for optimal
design and operation of any adsorption unit in engineering, or
for completely understanding the adsorption process in science,
because the complicated mass and heat transfer in the system
often make results predicted by various adsorption theories unre-
liable. Until recently there are a variety of experimental methods
for this purpose, mainly including pulse chromatography, fixed-
bed breakthrough, diffusion cell and gravimetric measurement.
But they all have their own difficulties. Pulse chromatography
and fixed-bed breakthrough methods suffer from the drawback
that the “bed processes” must be accounted for in the anal-
ysis of the results. These significantly increase the complexity
of the mathematical analysis or even may lead to erroneous
results. Diffusion cell method can avoid the complications of the
fixed-bed breakthrough, but requires a specially formed and rep-
resentative pellet of the adsorbent that is usually very difficult
to be obtained. Gravimetric measurement, including intelligent
gravimetric analyze technology developed nowadays, is based on
continuously recording the increase of the adsorbent in weight

∗ Corresponding author. Fax: +86 731 8821818.
E-mail address: hlwu@hunu.edu.cn (H.-L. Wu).

0039-9140/$ – see front matter © 2008 Elsevier B.V. All rights reserved.
doi:10.1016/j.talanta.2008.04.021
the study on the adsorption kinetics of orthoxylene on silica gel with a
gy. In the method, there was a differential adsorption bed (DAB) where
tacted with the same bulk concentration of the adsorbate vapor, and the
-infrared diffuse reflectance spectroscopy (NIRDRS) continuously as well
l least squares (PLS) algorithm was suggested to replace normal global
ibration models for processing NIRDRS data, because the concentration of
t varied greatly as the adsorption process was going on. In this way, we,
y, obtained instantaneous adsorption rates of several orthoxylene/silica gel
ferent conditions like partial pressure of orthoxylene vapor and velocity

adsorption process was physical adsorption, and mainly controlled by

© 2008 Elsevier B.V. All rights reserved.

during the adsorption process. Accordingly, this method can
avoid the mathematical complications. However, according to
this method, the adsorption process must be carried out in a
“static” environment in order not to affect the high-sensitivity
balance (usually 10−6 g). When the adsorption process is imple-

mented in a flow of gas (common situation in practical adsorption
process), obviously it is no longer appropriate. In addition, all
methods mentioned above share one deficiency: the adsorp-
tion heat may lead a non-isothermal environment, and makes
kinetic data treatment based on isothermal hypothesis unavailable
[1,2].

In 1985, Carlson and Dranoff reported a new method called “dif-
ferential adsorption bed (DAB)” [3], which was then developed by
Do et al., and has become popular recently [4,5]. DAB consisted of
three main sections: gas mixing, collection and analysis. The prin-
ciple of operation was to pass adsorbate gas over an adsorbent for
a known duration of time, then to desorb, collect and analyze the
quantity of adsorbed phase. Adsorbate gas flows at high rates to
have an isothermal adsorbent, remove stagnant layers in time and
ensure a constant bulk concentration (the differential condition)
making subsequent analysis easier [6]. Of course, there are some
deficiencies in DAB. Firstly, the equipment of DAB is somewhat
complex and inconvenient to operate; secondly, the operation,
including desorbing, collecting and analyze, is time-consuming
because it usually takes tens of minutes to obtain merely one kinetic
datum; and finally, the record of DAB is accumulated changes dur-



Q.-J. Han et al. / Talanta 76 (2008) 752–757 753

erime
Fig. 1. Exp

ing a long period rather than the instantaneous adsorption rate at
a certain time.

Since the 1980s, in chemistry as well as chemical engineering,
process analytical chemistry (PAC) or process analytical technique
(PAT) has attracted more and more attention. However, gas–solid
adsorption process includes at least two phases, namely, the solid
adsorbent and the gas adsorbate, making most common PAC tech-
niques, such as chromatography, flow injection analysis or mass
spectroscopy, impossible for in-line monitoring. As for spectro-
scopic methods, “near-infrared spectroscopy (NIR) continues to
dominate spectroscopic work for real-time and process analysis,”
[7], because: (1) it is a non-invasive, non-destructive technique;
(2) solid sample can be directly measured without pretreatment if
an appropriate device is used; (3) the optical fiber makes remote
monitoring or control possible; (4) rapid response (usually less
than 10 s); (5) quantitatively measuring all components simul-
taneously; (6) less analytical cost [8]. In fact, just owing to the
advantages above, NIR has been already widely used in PAC for
some years, for example, chemical reaction [9–12], petrochemical
industry [13–15], and polymer industry [16–18].

Two strategies could be chosen to in-line monitor the gas–solid
adsorption process with NIR. One is to detect the effluent gas
through NIR diffuse transmission spectroscopy as the adsorption
process is going on, and the other is to monitor the solid adsor-

bent with NIR diffuse reflectance spectroscopy (NIRDRS) when it
is adsorbing the gas adsorbates. The former method has been used
in monitoring the uptake of butane isomers by zeolite [19], while
to our knowledge nobody has quantitatively studied thermody-
namics or kinetics of gas–solid adsorption with the latter one. But
the latter is probably more advantageous than the former in some
aspects since (1) the adsorbate vapor could be concentrated by the
adsorbent so that it is possible to detect the adsorbate vapor with
relatively low concentration by NIRDRS; (2) with the NIRDRS we
could directly measure the concentration of the adsorbate adsorbed
by the adsorbent, and consequently avoid influence of error from
measuring gas volume and pressure; (3) NIRDRS might shed light
on some information about the interaction between the adsorbate
molecules and adsorbent surface simultaneously in some cases.

2. Experimental

2.1. Reagents and materials

Silica gel (average pore diameter: 8.0–10.0 nm, pore volume:
0.8–1.0 ml/g, BET area: 300–400 m2/g), produced by Qingdao
ntal setup.

Haiyang, Qingdao, China, was selected as the adsorbent. Orthoxy-
lene was analytical-reagent grade and made by Sinopharm
Chemical Reagent, Shanghai, China. High-purity N2 was supplied
by Jingxiang Chemical Factory, Changsha, China.

All the chemometrics algorithms were written and performed
in MATLAB environment on a personal computer.

2.2. Near-infrared apparatus

All the NIR spectra were collected from a FT-IR/NIR spectrome-
ter (Nexus 870, Nicolet, Thermo Electron Company, Madison, USA)
equipped with smart near-IR FiberPort accessory and an indium
gallium arsenide (InGaAs) detector. The diameter of the optical fiber
probe was about 3 mm. NIR spectra were all recorded over the spec-
tral range of 4000–10,000 cm−1 at a resolution of 4 cm−1. A total of
15 scans were accumulated per measurement. The spectra of ref-
erence (i.e., the silica gel) were collected at the beginning of each
experiment. Then all other spectra in the adsorption process were
recorded as difference spectra, namely, subtracting reference spec-
tra away from sample spectra to obtain the “pure” spectral effect
just out of orthoxylene.

2.3. Experimental setup and procedure for adsorption monitoring
The experimental setup is shown in Fig. 1. High-purity N2 was
brought in as inert carrier through valve 1 and 2. A part of N2
flew through gas reservoir 1 and 2 holding liquid orthoxylene.
After coming out of the gas reservoir 2, the N2 was already sat-
urated by orthoxylene vapor, and then mixed with the other part
of N2 in the mixer with a stirrer to improve blending. Lastly, the
gas mixture was ushered into a rectangular quartz-cell, in which
the gas passed through silica gel and was adsorbed by it. At the
same time, the NIRDRS of silica gel containing orthoxylene were
continuously recorded by a NIR spectrometer via the optical fiber
probe.

A special custom-made quartz-cell (length×width× thickness:
50 mm×10 mm×2 mm) that was 50 mm in length, 10 mm in width
and 2 mm in thickness was chosen in order that a differential
adsorption bed (DAB) was possible. For further simplifying the
treatment of kinetic data afterward, the probe must be placed
appropriately so that the foremost part of silica gel in the quartz-
cell was covered with the NIR FiberPort probe (see ‘a’ in Fig. 1).
When the volume flow rate of influent gas (F0) was not too small,
the concentration of orthoxylene in the gas was not too low,
and the sieve (made of stainless steel) before the silica gel did
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: 293
Fig. 2. Raw NIRDRS during orthoxylene–silica gel adsorption process. Temperature
30 s.

not adsorb orthoxylene, the tiny space (i.e., the foremost part
of the silica gel in the quartz-cell: 3 mm×10 mm×2 mm) can
be reasonably regarded as a DAB where each part of silica gel
contacted with not only a constant bulk concentration of orthoxy-
lene, but the concentration of the orthoxylene in the influent gas.
At the same time, the adsorption heat was removed quickly by
the gas flow for keeping an isothermal environment. In addition,
due to the rapid response of NIR, NIRDRS could be recorded fre-
quently (in fact, it needed less than 10 s to record a spectrum
with our NIR spectrometer). This made our experimental setup
possible to record concentration change within a relatively short
time.

Clearly, the experimental setup was capable to alter and mea-
sure flow rate of influent gas (F0), concentrations of adsorbate in gas
phase, and temperature, which all worked on adsorption kinetics.
Besides temperature and concentration of orthoxylene on the silica
gel, the NIRDRS of the silica gel were influenced by three other fac-
tors, i.e., the granularity, thickness and packing density of silica gel,

which should be eliminated or at least reduced in order to more
accurately predict the concentration of orthoxylene on the silica
gel. We solved these problems with the following strategies respec-
tively: granularity was 80–100 meshes for all experiments; NIRDRS
were recorded in the same quartz-cell; and the same amount of
silica gel was compressed into the same length in the same rect-
angular quartz-cell in each experiment. It is worth noting that the
silica gel could neither be compressed so tightly that the gas pen-
etrated it difficultly, nor so loosely that part of the silica gel could
not contact the gas well or the influent gas may affect NIRDRS (as a
result of the movement of silica gel granules). In all experiments of
the paper, 0.0900 g of silica gel was compressed into 10 mm in the
quartz-cell.

Fig. 2 has shown an example of monitoring an adsorption pro-
cess from the beginning of adsorption up to the equilibrium of
adsorption with our experimental setup and procedure. Here, the
concentration of orthoxylene in the gas phase was represented
as the ratio of its partial pressure (P) to its saturated vapor pres-
sure (P0) at the same temperature, i.e., P/P0. From Fig. 2, one could
clearly observe that the orthoxylene was adsorbed on the silica gel
gradually.
.15 K; P/P0 of orthoxylene: 1.00; F0: 100 ml/min; intervals of recording time: about

2.4. Chemometrics of data analysis

In order to quantitatively determine the amount of orthoxylene
adsorbed by the silica gel, a calibration set and a validation set were
required to build chemometrics models. Since the orthoxylene was
pure chemical and the influence of orthoxylene vapor upon NIRDRS
could be neglected, the actual samples during the adsorption pro-
cess could be simply simulated as the following means. Each sample
in calibration and validation sets was prepared by well blending the
given amount of orthoxylene and the known amount of the silica gel
together. If just a small amount of orthoxylene was demanded, CCl4
solution was used. The reason was that CCl4 was NIR-transparent,
non-polar, and able to rapidly evaporate after blending. The NIR-
DRS of 108 mixture samples were recorded in the same quartz-cell
under the same conditions but without gas flow.

From Fig. 2, one could also see some spectral characteristics
of the adsorption process. For example, the problem of baseline
drift was obvious, while the problem of baseline rotation was rel-

atively insignificant. Therefore, the first-derivative was chosen to
preprocess raw spectra, for it could equally eliminate the effect of
baseline drift as the second derivative, but was more stable and
less enlarges the noise than the latter (when the concentration of
adsorbed orthoxylene was very low, the second-derivative of NIR-
DRS was much smaller and varied more greatly with noise than its
first-derivative). Because orthoxylene was pure chemical, and the
silica gel, as inorganic materials, hardly influence NIRDRS in cer-
tain spectral ranges, the selection of wavelength ranges for building
chemometrics models became simplified. The wavenumber ranges
of 5600–6200 cm−1 (the first overtone of C–H stretching vibra-
tion), and 8300–8900 cm−1 (the second overtone of C–H stretching
vibration) were selected at the beginning of chemometrics model
building.

Because partial least squares (PLS) was able to choose the most
relative wavenumbers out of the spectral ranges mentioned above
automatically, it, as a popular algorithm in NIR [20,21], was also
introduced in our study. Our process of building PLS calibration
model was carried out by cross-validation method. However, in the
study on kinetics, one characteristic – the great variety of concen-
tration during the adsorption process – should not be neglected.
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This might make a linear model covering the whole concentra-
tion range unsatisfactory. In chemometrics, several methods have
been developed to cope with the problem such as non-linear PLS
(NLPLS) [22], and artificial neural network (ANN) [23,24]. Consid-
ering there was only one component (i.e., orthoxylene) needed to
be predicted, a more simple strategy was developed as follows.
108 samples prepared by blending method were divided into three
groups: 40 samples – called “low concentration group” – ranged
in concentration from 0.0000 to 0.0039 g/g; 36 samples – called
“middle concentration group” – ranged from 0.0040 to 0.0390 g/g;
and 32 samples – called “high concentration group” – ranged from
0.0450 to 0.2000 g/g. Here, the concentration of orthoxylene on sil-
ica gel was represented as the ratio of the orthoxylene to the silica
gel by weight (w/w). Within each groups the concentration range
was less than 10 times, and the non-linear problem might be largely
overcome. The samples in the “low concentration group” is divided
into calibration set and validation set. The validation set contained
one-forth of 40 samples (i.e., 10 samples), while other 30 samples
were assigned to calibration set for building the first local PLS cal-
ibration model (local-PLS). The samples in the middle and high
concentration group were also treated in the same way to build
the second and third local PLS calibration model, respectively. The
selection of the correct calibration model to obtain predicted value
is straightforward for most unknown samples. For some rare bor-
derline samples, for example, the samples within 0.0039–0.0040 or
0.0390–0.0450, the mean of two concentrations predicted by two
nearest models respectively was regarded as the final estimated
concentration. The three local models based on their own valida-
tion set were described by squared correlation coefficient (R2), also
called coefficient of determination, and the root mean standard
error of predication (RMSEP), both of which can be interpreted as
the average modeling/prediction error. Here, RMSEP could be calcu-
lated as follows: RMSEP = [�(CP−CA)2/n]1/2, where CP represented
the predicted concentrations of the samples from the validation
set, CA was the actual concentrations of the samples in the valida-
tion set, and n stood for the number of the predicted samples. Their
results were shown in Fig. 3(a)–(c). For comparison, we also built
a global PLS model (global-PLS) that was based on all samples of
three calibration sets. The performance of the global PLS model was
judged in the same way and shown in Fig. 3, too. In order to indi-
cate the relative error more exactly, the relative standard deviation
(R.S.D.) was introduced as: R.S.D. = RMSEP/CM, where CM was the
mean of the actual concentrations.

Fig. 3 shows that for samples with high concentrations, sat-

isfactory concentrations predicted by global PLS were obtained,
while for samples with middle concentrations, particularly those
with low concentrations, the results were almost unacceptable. It
is comprehensible: the wide range of concentration made linear
model unreasonable; the global-PLS model based on samples of
all calibration sets was more greatly determined by samples with
higher concentrations than by those with lower concentrations, and
accordingly was more effective for high concentrations. The strat-
egy of local-PLS obviously improved the situation in the middle, and
especially in the low concentration groups. Although for the sam-
ples with low concentrations the R.S.D. was still somewhat high, the
accuracy was enough for our research on the adsorption process.
In fact, it was beyond the capability of NIR to accurately measure
samples with very low concentrations (the LoD of NIR is commonly
about 10−4). As for those with high concentrations, the global-PLS
was just slightly better than local-PLS, and the reason was probably
that the former had more data to build calibration model than the
latter.

In order to further evaluate the performance of our method,
spectra of 12 adsorption equilibrium states were also recorded
and treated with the local PLS strategy to obtain predicted con-
Fig. 3. Predicted concentrations of the validation samples with global-PLS (•) and
local-PLS (+) respectively. Samples in (a) the low concentration group, (b) the middle
concentration group and (c) the high concentration group.

centrations, while these same samples were later desorbed with
thermogravimetry promptly to obtain actual concentrations. These
results are shown in Fig. 4, and one could assume that the predicted
results were acceptable. Unlike the study of adsorption kinetics, the
NIR probe should be placed over the rearmost part of the silica gel in
the quartz-cell to decide whether the adsorption equilibrium was
achieved (see ‘b’ in Fig. 1), since the front part of silica gel always
achieved equilibrium earlier.
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ing different adsorption processes (experimental conditions are the same as Fig. 4).
Fig. 4. Concentrations predicted by NIRDRS and measured by thermogravimetry for
12 adsorption equilibrium states. Temperature: 293.15 K; P/P0 of orthoxylene: 1.00;
F0: 100 ml/min.
3. Result and discussion

Fig. 5 presented the results of four adsorption processes under
different adsorption conditions. For every case, the whole adsorp-
tion process was monitored and its spectra were recorded at
intervals of about 30 s. Then all NIR spectra have been treated with
the local-PLS calibration method described before. In Fig. 5, changes
in the concentration were indicated as the adsorption process was
taking placed. Through process 1 and 4, one could find out that the
adsorption process was obviously affected by the bulk concentra-
tion of orthoxylene vapor in the gas flow, and the higher the bulk
concentration was, the more rapidly the adsorption process went
on. Comparing process 1 with 2, 3 with 4, respectively, the influ-
ence of velocity of gas flow upon the adsorption rate was revealed:
higher velocity resulted in larger adsorption rate. These conclusions
strongly suggested that the process of silica gel adsorbing orthoxy-
lene was mainly controlled by external diffusion. By the way, the
observation that the concentrations in process 3 and 4 fluctuated
more largely, especially near equilibrium states, than those in pro-

Fig. 5. The concentration of orthoxylene on silica gel during different adsorp-
tion processes. Process 1: F0 = 200 ml/min, P/P0 = 1.00, T = 293.15 K; process 2:
F0 = 100 ml/min, P/P0 = 1.00, T = 293.15 K; process 3: F0 = 400 ml/min, P/P0 = 0.30,
T = 293.15 K; process 4: F0 = 200 ml/min, P/P0 = 0.30, T = 293.15 K.
Fig. 6. Correlation between instantaneous adsorption rate and adsorption time dur-
cess 1 or 2, was caused mainly by the change of P/P0 in process 3
and 4. The change resulted from the incapability of the two valves
controlling the gas flow stably in our experimental setup, whereas
in process 1 and 2, this instability did not affect the value of P/P0.

Since the interval of recording time was not too long
(roughly 30 s), instantaneous adsorption rate can be calculated
approximately as follows: Rn = (Cn+1−Cn)/t, where Cn was the con-
centration at one recording time, Cn+1 was the concentration at the
next recording time, and t meant the time passed. Fig. 6 shows the
correlation between instantaneous adsorption rate and adsorption
time, and Fig. 7 demonstrated the relationship between instanta-
neous adsorption rate and the concentration of orthoxylene in silica
gel during different adsorption processes.

Fig. 6 and 7 could also confirm the conclusion demonstrated
in Fig. 5. Furthermore, it clearly told us that the adsorption rate
decreased with adsorption time and concentration of the adsor-
bate on the adsorbent monotonously. This was common in physical
adsorption. What is more important, the adsorption rates obtained

Fig. 7. Correlation between instantaneous adsorption rate and concentration of
orthoxylene adsorbed by silica gel during different adsorption processes (experi-
mental conditions are the same as Fig. 4).
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[4] X.J. Hu, D.D. Do, Langmuir 9 (1993) 2530.
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from the method demanded no hypothetical mass transfer theory.
Therefore, the correlation revealed by the two figures made it reli-
able and straightforward to construct quantitative mass transfer
models for engineering purpose in future. Finally, with Fig. 6 or
Fig. 7 we could make certain that the foremost part of the silica
gel in the quartz-cell could be regarded as a DAB. The concen-
tration of orthoxylene in saturated vapor at 293.15 K was about
0.0270 g/l. In process 1 (F0 = 200 ml/min) the gas flow carried
0.0054 g orthoxylene into the quartz-cell in a minute. However,
during the same time, the foremost part of the silica gel in the
quartz-cell (0.027 g) could only adsorb 0.000648 g of orthoxylene
even estimated according to the largest instantaneous adsorption
rate (0.0004 s−1). Consequently, we could reasonably assume that
the bulk concentration of gas flow did not change roughly, and
all silica gels in the foremost quartz-cell contacted with the same
concentration during the process. Other processes could be also

calculated in the same way, and the results were similar.

4. Conclusion

Through non-invasive monitoring a DAB with NIRDRS, we have
modified the DAB method for studying kinetics of gas–solid adsorp-
tion. Compared with all other techniques until now, this innovative
methodology can provide more information about the adsorption
process in a more convenient (the adsorbent needed hardly any
pretreatment), rapid (all kinetic data were obtained as soon as the
adsorption process was completed), economical (NIR spectrome-
ter was less expensive than most analytical instrument such as
infrared or mass spectrometer), as well as straightforward (not
requiring any hypothetical mass transfer model for kinetic data
treatment) way. Moreover, not only was it feasible to study the
adsorption process under different experimental conditions like
temperature, partial pressure of adsorbate or flow rate of gas, but it
was useful to non-invasively monitor an industrial adsorption pro-
cess, where the quartz-cell containing adsorbent would be replaced
by the industrial adsorption bed. Considering another advantage of
NIR—quantitatively measuring all components simultaneously, the

[

[
[
[

[

[

[
[
[
[

[
[

[
[
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method should be adapted to multicomponent adsorption system
where there was over one kind of gas adsorbates after necessary
improvements. This was one of subjects that we would further
study in future.
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1. Introduction
Volatiles, a term that refers to hundreds of compounds encom-
assing alcohols, esters, organic acids, aldehydes, ketones, and
onoterpenes, play a prominent role in the organoleptic character-

stic of wines in general and in their varietal character in particular.
he flavor of a wine is therefore extremely complex, not only due
o the great number of compounds present, but also to the fact that
hey have different polarities, volatilities and, moreover, are found
n a wide range of concentrations. In this sense it is not surprising
hat the extraction and concentration of the volatile compounds is
key step in aroma analysis and continues attracting the scientific

ommunity’s interest. Thus, several methods in this regard have
een developed to date, which present advantages and disadvan-
ages regarding each other [1].

Liquid–liquid extraction (LLE) has been widely used in the sam-
le preparation for the determination of wine aromas [2–7], since
ll the volatiles (exhibiting low, medium or high volatility) have a
igh partition coefficient to the organic phases commonly used,
uch as dichloromethane [8–10], freon-11 [11], n-pentane [12],
iethyl ether [13], hexane–ethyl ether [14] and diethyl ether–n-
entane [15], among others. A downside of this methodology is,
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–liquid extraction (LLE-I, LLE-II) methods were compared to a solid-phase
ess their effectiveness for the analysis of up to 44 volatile compounds in
rcial white, red and “cream” wines produced in the southwest of Spain.
tocol used the highest recoveries corresponded to acids and terpene alco-
and alcohols. In any case, it was concluded that one of the liquid–liquid
led to higher recoveries for a greater number of odorants that could be
wines than the solid-phase extraction. However, the SPE method also

t should not be overlooked, like higher repeatability and throughput and

© 2008 Elsevier B.V. All rights reserved.

however, that it requires solvent evaporation, which, in some cases,
results in the loss or degradation of some of the compounds of inter-
ests. Other methodologies, like continuous liquid–liquid extraction
[16], supercritical fluid extraction [17] and microwave extraction
[18] protocols have also been developed, as well as ultrasound-

assisted extractions, which are also being accepted currently in the
analytical laboratory for sample preparation as an alternative to
microwaves, superheated liquids or supercritical fluids [19]. The
usefulness of the ultrasound-assisted extractions is unquestionable
as it facilitates the mass transfer between two inmiscible phases,
hence the fact that it has been used to extract aroma compounds in
wine [10,15,20], polyphenols in extra virgin olive [21], isoflavones
in soybeans [22], mycotoxins in foods and drinks [23], metals from
environmental matrixes [24], etc.

Aside from this array of LLE approaches, solid-phase extractions
(SPE) [25,26] and solid-phase microextractions (SPME) [27–31] are
also commonly used for the extraction of wine volatiles. These
techniques diminish the extraction time and, in addition, are more
environmentally friendly as they also reduce the sample manipula-
tion and solvent consumption. Other methods, such as the stir bar
sportive extraction (SBSE), have been successfully applied in wine
[32].

In the present work we have compared two LLE and a SPE proto-
cols through the analysis of five commercial wines with markedly
different aromatic characteristics and a synthetic wine, which was
used to compare their sensitivity and repeatability.
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2. Experimental procedures

2.1. Samples, reagents and standards

Five commercially available wines, produced from distinct grape
varieties in wineries based in Huelva (Spain), were used due
to the great difference in their volatile composition. Specifically,
three young white wines (obtained from Zalema, Colombard and
Palomino Fino grapes in 2006), one young red wine (made from
Syrah grapes in 2005) and one “cream” wine (liquor wine produced
by fermentation of musts from sun-dried Pedro Ximenez grapes)
were considered. All the wines were bottled in 750-mL bottles.

The reagents used were of HPLC grade (99.9% purity).
The solvents ethanol, n-pentane, dichloromethane, diethyl ether
and n-pentane were purchased from Romil (Cambridge, U.K.),
BHA (3-tert-butyl-4-hydroxyanisole) was procured from Panreac
(Barcelona, Spain) and the Lichrolut EN resins, prepacked in 200 mg
cartridges (3 mL total volume), from Merck (Darmstadt, Germany).
The ultrapure water was obtained from a Milli-Q purification sys-
tem (Millipore, USA). The standards of aroma compounds, whose
purities ranged from 98% to 99%, were obtained from Chemservice
(West Chester, PA) and Aldrich (Gillingham, UK). 4-Methyl-2-
pentanol (750 �g/mL in ethanol) and 2-octanol (650 �g/mL in
ethanol) were used as internal standards.

A model wine solution was prepared with 1.15 g/L potassium
bitartrate and at 0.7 g/L tartaric acid (pH 3.02) in 10.5% (v/v) aque-
ous ethanol solution [5]. To obtain the synthetic wine, model wine
solution (250 mL) was spiked with a 1% (w/v) ethanol solution of the
aroma mix, such that the concentration of the 44 aroma compounds
studied in the synthetic wine was 50 �g/mL. All the standard solu-
tions were stored at 4 ◦C.

2.2. Methods

Three different methodologies were used for the extraction of
the volatile components from the synthetic wine and the wine
samples:

2.2.1. Liquid–liquid extraction with diethyl ether–n-pentane (2:1)
mixture as extractant (LLE-I)

The volatile compounds were extracted by the methodology
described by Hernanz et al. [15]. In brief, 100-mL samples contain-
ing 4 g of MgSO were poured into a 200 mL flask and subsequently
4
extracted twice with 50 mL of diethyl ether–n-pentane mixture
(2:1). The solutions so obtained were sonicated for 30 min at 25 ◦C
under a nitrogen atmosphere to prevent oxidative reactions and
then the pooled extracts were dried on anhydrous sodium sulphate
and concentrated to 5 mL in a vacuum rotatory evaporator. 25 �L
of an internal standard solution was added (final concentration of
3.7 �g/mL of 4-methyl-2-pentanol and 3.2 �g/mL of 2-octanol) and
1.0 �L of the solution was injected into the gas chromatography
system.

2.2.2. Liquid–liquid extraction with dichloromethane as
extractant (LLE-II)

Volatile compounds were extracted according to the method
described by Cabredo–Pinillos et al. [10]. Briefly, 25-mL samples
were placed in a 100 mL beaker with 10 mL of dichloromethane
and 4 g of NaCl and sonicated for 15 min at 25 ◦C. 5-mL volumes of
the organic phase were mixed with 25 �L of the internal standards
solutions (final concentration of 3.7 �g/mL of 4-methyl-2-pentanol
and 3.2 �g/mL of 2-octanol) and 1-�L aliquots eventually injected
into the GC system.
76 (2008) 929–935

2.2.3. Solid-phase extraction (SPE)
The solid-phase extractions were performed according to the

methodology proposed by López et al. [26]. The cartridges with
the sorbent were placed in the extraction system and activated
with 4 mL of dichloromethane, 4 mL of methanol, and 4 mL of a
water–ethanol mixture (12%, v/v). 50-mL volumes of the samples
(containing 25 �L of BHA solution) were passed through the SPE
cartridges at around 2 mL/min, after which the sorbent was dried
by letting air pass through it. The analytes were recovered by elut-
ing with 1.3 mL of dichloromethane, and after adding 25 �L of the
internal standards solutions (final concentration of 14.4 �g/mL of
4-methyl-2-pentanol and 12.5 �g/mL of 2-octanol in etanol) 1-�L
aliquots were injected in the GC system.

Regardless of the procedure followed, the extractions were car-
ried out in triplicate, and each sample was injected into the GC
system three times. Prior to their analysis, the extracts were stored
in a freezer (−25 ◦C). Gas chromatography with flame-ionization
detector (GC-FID) was used for quantitative analysis and gas chro-
matography with mass spectrometer (CG-MS) for identification
purposes.

2.3. Equipment

A 7-l Selecta ultrasound bath (Barcelona, Spain) was used for the
LLE.

2.3.1. Chromatography
The volatile compounds were separated on a capillary column

CP-Wax 52 CB (60 m×0.25 mm×0.25 �m) from Varian (Walnut
CreeK, CA, USA) using an Agilent Technologies 6890N CG-FID sys-
tem (Palo Alto, CA, USA). The following conditions were used:
injector temperature, 250 ◦C; detector temperature, 250 ◦C; carrier
gas flow (He), 1 mL/min. The injections were made in split mode
(split ratio 1:20) and the oven temperature was maintained at 40 ◦C
for 5 min, then increased from 40 to 200 ◦C at 1.5 ◦C/min and even-
tually held for 20 min.

The identification of volatiles was carried out by CG coupled to
ion-trap MS, for which a 3800 CG system fitted with a Saturn 2200
mass detector from Varian was employed. The compounds were
separated on a CP24-MS column (30 m×0.25 mm×0.5 �m) from
Varian (Walnut CreeK, CA, USA). The temperature was held at 45 ◦C
for 3.5 min, then raised to 230 ◦C at 2 ◦C/min and finally held for
5 min. The extracts were injected in splitless mode and helium at
1 mL/min was used as carrier. The mass spectra were obtained by

electron impact at 70 eV and the 40–220 m/z region was scanned.
The volatile compounds were identified by comparing the retention
times and mass spectra to those of standards and to the library of
mass spectra NIST 98 (Gaithersburg, MD, USA).

2.4. Analytical quality control

The quantification of the analytes was carried out by the internal
standard method. The stock solutions of standards were made up
in ethanol to a concentration of 1000 �g/mL and calibrations were
made for each compound and by the three methods (LLE-I, LLE-
II and SPE). For linearity studies, dose-response calibration curves
were obtained with six standard solutions, considering the usual
concentration ranges of the analytes in wines (0.5–50 mg/L for acids
and carbonyl compounds; 0.5–150 mg/L for esters and alcohols; and
0.5–25 mg/L for volatile phenols, lactones and terpene alcohols).
In this sense, it was noticed that the volatiles studied showed a
good linearity in the range of concentrations studied, the regression
coefficients (r) varying between 0.9917 (�-ionone) for LLE-I and
0.9999 (�-decalactone) for LLE-I. The limits of detection, calculated
as three times the relative standard deviation of the analytical blank
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values obtained from the calibration curve, ranged from 0.010 mg/L
(for ethyl lactate in LLE-I) to 0.44 mg/L (for diethyl succinate in LLE-
II).

The repeatability (precision) was evaluated by the relative stan-
dard deviation of six independent assays performed under the
same analytical conditions in the shortest period of time (UNE
82009-1:1998). To determine recoveries a series of six consec-
utive extractions were performed on the synthetic wine using
the three extraction methods surveyed. For each volatile com-
pound, the recovery rate was calculated by the ratio (C1/C2)×100,
where C1 is the means of measured concentrations in sample,
and C2 is the amount of the analyte added to model wine solu-
tion.

Table 1
Recovery (%R) and repeatability (%R.S.D.) of the extraction methods surveyed in the synth

LLE-I

R (%) R.S.D. (%)

Acids
Phenylacetic acid 107.8 1.6
Hexanoic acid 90.8 12.4
Octanoic acid 100.3 9.6
Decanoic acid 85.8 9.2

Alcohols
2-Butanol 10.7 4.7
Isobutanol 62.9 3.0
Isoamyl alcohol 97.6 5.0
Z-3-Hexenol 93.7 6.4
Furfuryl alcohol 53.3 6.7
Benzyl alcohol 83.5 8.4
2-Phenylethanol 92.6 8.7

Carbonyl compounds
ß-Ionone 104.3 4.4
Acetaldehyde 2.9 >15
5-Methylfurfural 81.5 6.8
5-Hidroxymethylfurfural 107.4 9.2

Esters
Ethyl acetate 37.9 4.8
Isosobutyl acetate 87.9 1.7
Ethyl butyrate 94.2 2.3
Ethyl 2-methylbutyrate 91.0 3.4
Ethyl isovalerate 96.1 3.5
Butyl acetate 99.9 2.8
Isoamyl acetate 94.2 4.1
Ethyl hexanoato 99.7 6.8
Ethyl lactate 35.2 7.5
Ethyl octanoate 98.4 11.4
Ethyl decanoate 51.1 1.6
Diethyl succinate 94.3 5.0
Ethyl vanillate 76.1 9.1

Volatile phenols
Guaiacol 25.2 8.9
m-Cresol 98.3 8.7
Isoeugenol 105.9 11.0
4-Vinylguaiacol 76.7 9.9
4-Vinyl-phenol 4.7 2.7
Vainillin 98.3 >15
4-Allyl-2,6-dimethoxy 103.1 11.4
Acetovanillone 96.4 9.8

Lactones
�–Nonalactone 44.4 9.0
�-Decalactone 41.7 9.6
�-Decalactone 98.9 10.2

Terpene alcohols
Linalol 109.6 8.3
Citronellol 97.2 9.5
Nerol 97.0 9.1
Geraniol 99.3 9.3
�-Terpineol 99.0 8.0
76 (2008) 929–935 931

2.5. Statistics

All the statistical analyses were performed using the Statistica®

v.6.0 [33] software.

3. Results and discussion

Up to 44 volatile compounds were studied, which were classified
into seven different groups: (a) acids (phenylacetic acid, hexanoic
acid, octanoic acid, and decanoic acid); (b) alcohols (2-butanol,
isobutanol, isoamyl alcohol, Z-3-hexenol, furfuryl alcohol, benzyl
alcohol, and 2-phenylethanol); (c) carbonyl compounds (ß-ionone,
acetaldehyde, 5-methylfurfural, and 5-hidroxymethylfurfural); (d)

etic wine (n = 6)

LLE-II SPE

R (%) R.S.D. (%) R (%) R.S.D. (%)

54.3 >15 94.5 5.7
86.7 8.9 57.7 5.2
27.6 >15 107.9 6.1
20.8 7.9 110.4 7.4

2.1 0.1 0.7 0.1
13.7 13.9 3.1 >15
47.2 14.0 61.1 10.4
15.2 13. 6 59.2 11.3
16.7 >15 5.9 >15
17.7 13.9 38.8 10.7
18.6 13.2 96.5 9.2

26.4 >15 100.9 4.6
12.9 9.0 4.6 6.8
19.9 13.2 47.0 10.8
98.8 0.8 106.4 5.6

13.9 >15 3.5 3.0
15.0 11.7 78.1 6.6
24.1 13.5 69.5 6.7
16.5 13.4 88.4 5.8
16.2 13.3 85.3 5.5
15.9 13.2 83.5 5.7
31.6 7.9 92.7 5.3
25.1 12.9 95.3 4.6
15.7 14.6 7.2 11.3
31.0 >15 90.9 4.1
10.2 >15 27.8 5.7
42.5 13.5 95.4 7.0
20.6 13.1 113.7 6.8

5.1 12.6 33.6 5.4
30.2 13.1 96.3 5.7
28.2 11.3 109.3 4.5
26.3 11.7 28.4 2.1

2.7 12.5 3.5 5.80
27.4 12.0 91.7 4.8
10.1 >15 100.0 >15
18.2 12.8 94.0 4.8

7.3 12.7 36.5 5.1
6.7 12.5 32.9 5.2

14.1 >15 55.3 1.5

19.7 13.5 98.7 4.9
19.4 14.2 88.9 5.0
19.3 13.4 88.2 5.1
20.7 13.4 97.4 5.0
86.0 13.2 98.6 9.5
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esters (ethyl acetate, isobutyl acetate, ethyl butyrate, ethyl 2-
methylbutyrate, ethyl isovalerate, butyl acetate, isoamyl acetate,
ethyl hexanoato, ethyl lactate, ethyl octanoate, ethyl decanoate,
diethyl succinate, and ethyl vanillate); (e) volatile phenols
(guaiacol, m-cresol, isoeugenol, 4-vinylguaiacol, 4-vinylphenol,
vainillin, 4-allyl-2,6-dimethoxy, and acetovanillone); (f) lac-
tones (�-nonalactone, �-decalactone, and �-decalactone); and
(g) terpene alcohols (linalol, citronellol, nerol, geraniol, and
�-terpineol).

3.1. Volatile analysis of the synthetic wine

The average volatile compounds contents of the synthetic wine,
which were used to assess the recoveries and repeatability of the
extraction methods tested, are displayed in Table 1.

When the LLE-I method was followed, recoveries ranging from
3% to 109% (80% in average) were obtained. The lowest recov-
eries (<11%) were obtained for acetaldehyde, 4-vinylphenol and
2-butanol, whereas the highest ones corresponded to linalol,
phenylacetic acid and 5-hydroxymethylfurfural. In any case, it was
seen that overall, this was the methodology that led to the best
recovery of volatiles. When the LLE-II method was used, the recov-
ery levels fell within the bracket 2–99%, although the average
recovery was roughly three-fold lower (27%), the lowest recov-
eries (<10%) corresponding to 4-vinyl-phenol, guaicol, 2-butanol,
�-nonalactone and �-decalactone, and the highest to hexanoic

acid and 5-hidroxymethylfurfural. With regard to the SPE method
surveyed, recoveries varying from 1% (2-butanol) to 114% (ethyl
vanillate) were obtained with an average recovery of 68%.

The average recovery for the seven groups of volatiles men-
tioned earlier on achieved by each method is depicted in Fig. 1,
from which it can be readily inferred that, overall, the highest
recoveries corresponded to acids and terpene alcohols and the low-
est to lactones and alcohols. Likewise, it was observed that LLE-I
was again the best method in terms of recoveries by groups of
volatile compounds. Similar recovery trends have been observed
in previously published liquid–liquid extraction work [8]. Consid-
ering the LLE-I method it was observed that the highest recoveries
were obtained for terpene alcohols (100%) and the lowest for
lactones and alcohols (62% and 71%, respectively), whilst in the
case of the other liquid–liquid extraction protocol tested (LLE-
II), the highest and lowest recoveries (47% and 9%, respectively)
corresponded to acids and lactones, in this order. As remarked
above, the average recoveries obtained with the LLE-I method was
some three-fold higher to that obtained with the LLE-II proto-
col, which illustrates to perfection the marked different ability of
organic solvents to dissolve the wine volatiles and therefore the

Fig. 1. Comparison of the relative recoveries for different groups of volatile com-
pounds as a function of the extraction method.
76 (2008) 929–935

need of develop a sensible extraction method to obtain mean-
ingful conclusions when it comes to analyze such compounds.
In this regard, it is important to stress that the choice of extrac-
tion solvents must be made as a function of the type of sample
to be analyzed and the information required. Thus, Caldeira et
al. [34] evaluated the effectiveness of seven different extraction
solvents (dichloromethane, n-hexane, dichloromethane:diethyl
ether [3:1 and 1:3], dichloromethane:n-hexane [3:1 and 1:3] and
diethyl ether:n-hexane [1:3]) for the conventional LLE of whiskey
volatile compounds and concluded that the highest extraction
efficiency was achieved by using dichloromethane as extractant.
On the other hand, López and Gómez [35] proposed a mixture
dichloromethane:diethyl ether (1:1) for the LLE and analysis of
monoterpenes in wine.

As far as the SPE method was concerned, the recoveries by
groups of volatiles varied from 38% (alcohols) to 94% (terpene alco-
hols), which is in agreement with the conclusions reached by López
et al. [26], who reported differences in the recoveries between
volatile compounds related to their solid–liquid distribution coef-
ficients, which are dependent on the polarity of the molecules. In
any case, the overall mean recovery and those corresponding to the
different groups of volatiles were intermediate between LLE-I and
LLE-II.

Concerning the repeatibility of the methods, the coefficients
of variation (R.S.D.) corresponding to the LLE-I method only
in two cases, specifically for acetaldehyde and vainillin, the
R.S.D. values were over 15%. The lowest R.S.D. were obtained

for phenylacetic acid, isobutyl acetate and ethyl decanoate. As
for the LLE-II method, the lowest R.S.D. was obtained for 5-
hydroxymethylfurfural, whereas up to nine compounds showed
R.S.D. > 15% (corresponding to different groups of volatiles, specif-
ically two acids, one alcohol, one carbonyl compounds, three
esters, one volatile phenols and one lactone). In the case of
the SPE method the highest R.S.D. values (>15%) corresponded
to two alcohols (isobutanol and furfuryl alcohols) and 4-allyl-
2,6-dimethoxy, whilst the lowest corresponded to �-decalactone
(Table 1).

Taking into consideration the seven groups of volatile com-
pounds, the SPE method was the best of the three tested in terms
of precision and hence the method providing highest repeatabil-
ity (Fig. 2). The average values of repeatability observed were 7.4%,
12.5% and 6.5% (for LLE-I, LLE-II and SPE, respectively), which agreed
with the findings of other methods applied to wines. Thus, Fer-
reira et al. [36] developed a method based on SPE with R.S.D. values
<10% and Ortega-Heras et al. [8] studied three extraction methods,
liquid–liquid extraction, static headspace technique and a “strip-
ping with nitrogen” (similar to the dynamic headspace technique),
and obtained R.S.D. values of 1–10%, 2–12% and <15%, respectively.

Fig. 2. Comparison of the coefficients of variation (R.S.D.) for different groups of
volatile compounds as a function of the extraction method.
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Other authors, like Castro et al. [37] obtained repeatability values
<14% using rotatory-continuous liquid–liquid and headspace-SPME
for the 30 volatile compounds considered, whereas Sieber et al.
[38] observed R.S.D. values <5% when analyzing 31 fermentation-
derived wine volatiles by HS-SPME-GC-MS. Fariña et al. [39],
on their part, noticed repeatability values lower than 5% for
volatile phenols using a novel extraction method, called “dispersive
liquid–liquid microextraction”.

Table 2
Volatile contents (mg/L) in the white young wines studieda

Zalema Palomino F

LLE-I LLE-II SPE LLE-I

Phenylacetic acid 0.2±0.1 0.1±0.1 0.2±0.0 nd
Hexanoic acid 8.6±0.7 8.0±1.0 9.1±0.4 1.4±0.4
Octanoic acid 15.±2.0 15.5±3.3 13.4±1.2 5.2±0.9
Decanoic acid 1.3±0.0 1.7±0.1 1.4±0.0 0.7±0.0∑

Acids 26.0 25.3 24.2 7.3

2-Butanol 0.7±0.0 ndb nd nd
Isobutanol 19.0±0.1 20.9±2.1 19.5±0.1 27.3±0.0
Isoamyl alcohol 302.6±3.0 240.6±13.0 305.1±1.2 310.5±11.2
Z-3-Hexenol 0.3±0.1 0.3±0.1 0.4±0.0 0.4±0.0
Furfuryl alcohol nd nd nd 0.1±0.0
Benzyl alcohol 0.1±0.0 0.1±0.0 0.1±0.0 nd
2-Phenylethanol 17.4±0.9 16.7±1.2 17.2±0.3 14.2±1.2∑

Alcohols 340.1 278.6 342.2 352.5

ß-Ionone nd nd nd nd
Acetaldehyde 1.7±1.1 1.5±0.1 1.6±0.0 nd
5-Methylfurfural 0.1±0.0 0.0±0.0 0.1±0.0 1.4±0.0
5-Hidroxymethylfurfural 0.1±0.0 nd 0.1±0.0 0.7±0.9∑

Carbonyl compounds 1.9 1.5 1.8 2.1

Ethyl acetate 8.3±0.3 6.7±0.6 6.1±0.1 8.0±0.3
Isosobutyl acetate 0.1±0.0 nd 0.0±0.0 nd
Ethyl butyrate 0.3±0.3 0.5±0.3 0.5±0.3 0.6±0.4
Ethyl 2-methylbutyrate 0.5±0.0 0.5±0.0 0.4±0.0 0.6±0.1
Ethyl isovalerate 0.2±0.1 nd 0.0±0.0 0.3±0.0
Butyl acetate 0.1±0.1 nd 0.0±0.0 0.1±0.3
Isoamyl acetate 2.0±0.1 1.5±0.5 1.5±0.1 2.0±0.2
Ethyl hexanoato 1.5±0.0 1.2±0.1 0.8±0.0 0.7±0.1
Ethyl lactate 25.0±0.0 25.3±0.4 24.4±0.1 23.0±0.0
Ethyl octanoate 1.2±0.1 0.8±0.3 0.9±0.1 0.8±0.0
Ethyl decanoate 1.0±0.0 1.3±0.9 1.0±0.1 0.2±0.1
Diethyl succinate 6.5±0.1 6.3±0.1 6.0±0.1 3.4±0.1
Ethyl vanillate nd nd nd nd∑

Esters 46.7 44.3 41.7 39.7

Guaiacol nd nd nd nd
m-Cresol 0.0±0.0 nd nd nd
4-Vinylguaiacol nd nd nd nd
4-vinylphenol 0.2±0.0 nd nd 0.2±0.0
Isoeugenol 0.0±0.0 nd nd nd
Vainillin 0.0±0.0 nd 0.0±0.0 nd
4-Allyl-2,6-dimethoxy 0.1±0.1 0.0±0.1 0.0±0.0 0.4±0.1
Acetovanillone 2.2±0.3 2.1±1.0 2.0±0.5 nd∑

Volatile phenols 2.5 2.1 2.0 0.6

�-Nonalactone nd nd nd nd
�-Decalactone nd nd nd nd
�-Decalactone 0.1±0.0 nd 0.1±0.0 0.1±0.0∑

Lactones 0.1 nd 0.1 0.1

Linalol nd nd nd 0.1±0.2
Citronellol nd nd nd 0.0±0.0
Nerol 0.0±0.0 nd nd nd
Geraniol nd nd nd nd
�-Terpineol nd nd nd nd∑

Terpene alcohols 0.0 nd nd 0.1

a Means± S.D.
b Not detected.
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3.2. Volatile analysis of the commercial samples

The volatiles pattern of the commercially available wines
surveyed was assessed by applying the three extraction methods,
their levels being summarized in Table 2. Although many aroma
compounds, such as alcohols, esters and acids, were common to
all the samples, some others were more specific. In this sense,
it was noticed that the Pedro Ximenez “cream” wine contained

ino Colombard

LLE-II SPE LLE-I LLE-II SPE

nd nd 0.5±0.0 0.3±0.0 0.3±0.0
1.6±0.7 1.9±0.0 8.3±0.3 7.9±0.3 8.6±0.1
5.2±1.5 5.8±0.0 8.5±0.8 9.0±0.8 12.3±0.3
0.5±0.1 0.6±0.0 0.3±0.0 0.4±0.0 0.4±0.0

7.3 8.3 17.7 17.6 21.7

nd nd nd nd nd
30.4±0.9 28.8±0.0 17.7±0.2 15.4±0.6 17.0±0.1
325.9±18.1 318.4±4.4 315.5±14.2 326.4±16.1 313.8±4.2
0.1±0.0 0.4±0.0 0.3±0.0 0.2±0.0 0.2±0.0
nd nd 13.6±0.1 13.1±0.1 12.7±0.0
nd 0.1±0.0 7.9±0.5 14.3±0.8 36.6±0.2
11.8±2.9 15.9±0.9 0.1±0.0 0.1±0.1 0.1±0.0

368.2 363.7 355.1 369.5 380.5

nd nd nd nd nd
nd nd 0.6±0.0 0.6±0.1 0.0±0.0
nd 1.4±0.0 0.9±0.1 0.4±0.1 0.7±0.0
0.2±2.8 0.1±0.5 0.9±0.1 0.6±0.1 0.8±0.0

0.2 1.5 2.4 1.6 1.5

8.1±0.4 7.2±0.1 8.9±0.6 7.9±0.8 9.6±0.2
nd nd 0.0±0.0 nd nd
0.4±0.5 0.4±0.3 0.5±0.2 0.4±0.3 0.5±0.2
0.9±0.1 0.5±0.1 0.5±0.1 0.3±0.1 0.3±0.1
nd nd 1.8±0.0 nd nd
nd nd 0.2±0.5 nd nd
1.6±0.3 1.6±0.1 1.4±0.1 1.5±0.3 1.2±0.1
0.6±0.1 0.8±0.0 0.9±0.0 0.8±0.1 0.9±0.0
20.1±0.2 33.6±0.0 25.1±0.1 22.4±0.2 24.3±0.1
0.7±0.1 0.8±0.0 1.3±0.0 1.2±0.1 0.9±0.0
0.2±0.7 0.3±0.1 nd nd nd
1.8±0.1 3.1±0.1 nd nd nd
nd nd nd nd nd

34.4 48.3 40.7 34.6 37.8

nd nd nd nd nd
nd nd nd nd nd
nd nd nd nd nd
nd 0.1±0.0 0.3±0.0 nd 0.3±0.0
nd nd 0.1±0.0 0.1±0.0 0.1±0.0
nd nd nd nd nd
0.5±0.2 0.4±0.3 nd nd nd
nd nd nd nd nd

0.5 0.5 0.4 0.1 0.4

nd nd nd nd nd
nd 0.1±0.0 nd nd nd
nd 0.9±0.0 0.1±0.0 nd 0.0±0.0

nd 0.9 0.1 nd 0.0

nd nd 0.7±0.0 nd nd
0.0±0.1 0.0±0.0 0.3±0.0 0.4±0.2 0.3±0.1
nd nd nd nd nd
nd nd nd nd nd
nd nd nd nd nd

0.0 0.0 0.4 0.4 0.3



934 D. Hernanz et al. / Talanta

lactones, guaicol, �-terpineol and �-ionone and that geraniol was
only detected in Syrah wines. On the other hand, ethyl vainillate
was not found at detectable levels in the samples analyzed.

The existence or not of significant differences in the levels of
volatiles detected as a function of the extraction methods was
evaluated by the analysis of variance (ANOVA), after which it
was concluded that there were statistically significant differences
(p < 0.05) between the pairs of methods LLE-I-LLE-II and LLE-II-SPE.

Table 3
Volatile contents (mg/L) in the red young wines and Pedro Ximenez wines studieda

Syrah

ELL-I ELL-II S

Phenylacetic acid 0.0±0.0 ndb n
Hexanoic acid 0.5±0.2 0.4±0.4 0
Octanoic acid 3.6±0.2 3.6±0.7 3
Decanoic acid 0.0±0.0 0.0±0.0 0∑

Acids 4.1 4.0 3

2-Butanol 0.4±0.0 nd n
Isobutanol 40.7±0.2 50.5±0.6 4
Isoamyl alcohol 382.1±10.1 339.3±11.7 3
Z-3-hexenol 0.2±0.0 0.1±0.1 0
Furfuryl alcohol 0.2±0.0 nd 0
Benzyl alcohol 0.2±0.1 0.2±0.1 0
2-Phenylethanol 22.8±0.2 21.7±0.4 2∑

Alcohols 446.6 411.7 4

ß-Ionone nd nd n
Acetaldehyde 2.1±0.1 2.3±0.7 2
5-Methylfurfural 0.5±0.1 0.3±0.3 0
5-Hidroxymethylfurfural 30.7±0.9 22.8±1.1 2∑

Carbonyl compounds 33.3 25.5 3

Ethyl acetate 58.1±1.6 52.1±1.8 5
Isosobutyl acetate 0.0±0.0 0.0±0.0 0
Ethyl butyrate 0.4±0.1 0.4±0.1 0
Ethyl 2-methylbutyrate 5.6±0.1 3.9±0.2 5
Ethyl isovalerate 0.1±0.3 nd n
Butyl acetate 0.0±0.1 nd n
Isoamyl acetate 0.6±0.0 0.3±0.2 0
Ethyl hexanoato 0.2±0.0 0.1±0.1 0
Ethyl lactate 81.0±2.0 68.6±2.1 8
Ethyl octanoate 0.5±0.1 0.4±0.2 0
Ethyl decanoate 0.7±0.2 8.6±0.1 0
Diethyl succinate 9.9±0.8 8.9±5.5 9
Ethyl vanillate nd nd n∑

Esters 157.0 143.4 1

Guaiacol nd nd n
m-Cresol 0.0±0.0 nd n
4-Vinylguaiacol nd nd n
4-Vinylphenol nd nd n
Isoeugenol nd nd n
Vainillin 0.2±0.3 nd 0
4-Allyl-2,6-dimethoxy 0.5±0.3 0.5±0.7 0
Acetovanillone nd nd n∑

Volatile phenols 0.7 0.5 0

�-Nonalactone nd nd n
�-Decalactone nd nd n
�-Decalactone 0.0±0.0 nd 0∑

Lactones 0.0 nd 0

Linalol 0.2±0.0 0.2±0.1 0
Citronellol nd nd n
Nerol nd nd n
Geraniol 0.7±0.0 0.6±0.0 0
�-Terpineol nd nd n∑

Terpene alcohols 0.9 0.8 0

a Means± S.D.
b Not detected.
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Taking into account the white wines analyzed, it was noticed
that the LLE-I method was the more sensitive in all the cases. In this
sense, such method led to the detection of 33 volatile compounds in
the Zalema wine, whilst with the LLE-II and the SPE methods, only
22 and 28 aroma compounds were detected, respectively. As for
the Palomino Fino and Colombard wines, the number of volatiles
detected with each extraction method were 26, 19 and 24 and 28,
22 and 24, respectively, for LLE-I, LLE-II and SPE (Table 2).

Pedro Ximenez

PE ELL-I ELL-II SPE

d 0.0±0.0 nd nd
.6±0.0 0.2±0.0 nd 0.2±0.0
.2±0.1 2.5±0.0 2.7±0.1 2.5±0.1
.1±0.0 0.0±0.0 0.4±0.0 0.1±0.0

.9 2.8 3.1 2.8

d nd nd nd
4.7±0.1 11.2±0.6 13.8±0.5 30.8±0.0
80.3±0.6 149.8±3.9 131.0±4.9 149.2±0.2
.2±0.0 0.1±0.0 nd 0.1±0.0
.3±0.0 0.4±0.0 nd nd
.2±0.0 1.1±0.0 1.2±0.1 1.3±0.0
3.7±0.2 9.9±0.3 12.0±0.8 12.1±0.3

49.4 172.4 158.0 193.4

d 4.3±0.0 2.7±0.1 4.0±0.0
.2±0.0 3.9±0.5 2.1±0.3 3.0±0.0
.5±0.1 26.5±0.0 21.9±0.1 26.8±0.0
9.4±0.8 29.8±2.4 18.5±2.7 24.4±0.5

2.1 64.5 45.1 58.2

3.3±0.4 9.8±1.0 3.3±0.8 9.6±0.5
.0±0.0 0.0±0.0 nd nd
.4±0.0 0.3±0.0 nd 0.3±0.0
.4±0.1 0.6±0.1 0.1±0.1 0.5±0.0
d 0.8±0.0 0.9±0.1 0.9±0.0
d 0.5±0.0 nd 0.1±0.0
.5±0.0 0.2±0.0 nd 0.3±0.0
.1±0.0 0.1±0.0 nd nd
7.1±0.1 18.2±1.7 12.0±1.7 12.2±0.3
.3±0.1 0.2±0.0 0.3±0.0 0.1±0.0
.8±0.0 1.0±0.0 5.3±0.0 0.6±0.0
.0±0.4 29.5±0.8 13.8±2.7 30.5±0.6
d nd nd nd

56.9 61.2 35.7 55.0

d 0.2±0.0 0.3±0.0 0.2±0.0
d 0.2±0.0 nd 0.5±0.0
d 0.0±0.0 nd nd
d 0.5±0.0 0.3±0.2 0.4±0.0
d 1.1±0.0 0.7±0.1 1.3±0.0
.2±1.1 nd nd nd
.7±1.8 0.9±0.2 0.8±0.2 1.5±0.1
d 3.9±0.0 0.6±0.0 0.2±0.0

.9 6.9 2.7 4.1

d 0.1±0.0 nd 0.1±0.0
d 0.4±0.2 0.4±0.7 0.5±0.2
.0±0.0 0.1±0.0 0.1±0.0 0.1±0.0

.0 0.6 0.5 0.7

.2±0.1 0.7±0.0 0.6±0.3 0.6±0.0
d nd nd nd
d nd nd nd
.5±0.0 nd nd nd
d 0.3±0.0 0.2±0.0 0.1±0.0

.7 1.0 0.8 0.7
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D. Hernanz et al. / Ta

Considering the aroma compounds by groups, the alcohols were
the predominant volatiles in white wines (85% of total analyzed
volatile components), followed by esters (10% of total analyzed) and
acids (4% of total analyzed), the two first groups, produced during
the alcoholic fermentation, playing an important role in the flavor
of wines [40]. These results are in agreement with previous studies
reporting that the alcohol fraction made up 80–90% of the volatile
content of wines [41], these compounds being easily recognizable
by their strong and pungent smell and taste, related to herbaceous
notes [42]. As for the esters, they are regarded as very important
in the aroma of young wines and in relation to the fruity flavors of
wine [43]. Considering individual compounds, it was noticed that
the predominant ones were isoamyl alcohol and ethyl lactate.

Other minor groups of aroma compounds detected were car-
bonyl compounds, volatile phenols, terpene alcohols and lactones,
which represented 0.5–1% of the aromatic content of wines. The
volatile phenols were relatively important in the flavor of Zalema
wines (0.6% of the total analyzed volatile compounds). Other com-
pounds detected, such as ethylphenols are responsible for animal
and smoky odours, whilst vinylphenols are regarded as responsible
for heavy pharmaceutical odours [44].

The LLE-I method also proved to be the most sensitive proto-
col for the extraction of aroma compounds in the Syrah young
red wine. As it can be seen in Table 3, LLE-I allowed for the
identification of 32 volatile compounds, whereas only 24 and
27 could be detected through the application of the LLE-II and
SPE methods, respectively. The predominant aroma compounds
were also the alcohols (70% of the total volatiles), followed by
esters (24% of the total volatiles) and carbonyl compounds (5%
of the total volatiles). Other groups, such as acids, volatile phe-
nols, terpene alcohols and lactones made up less than 1% of the
aromatic content of the samples. Considering individual com-
pounds, isoamyl alcohol turned out to be the major volatile,
followed by two esters, ethyl lactate and ethyl acetate, which
was in agreement with the data reported elsewhere for other
red wines [45,46]. The predominant carbonyl compounds iden-
tified were 5-hidroxymethylfurfural and acetaldehyde, whereas,
ß-ionone was not found at detectable in levels in the Syrah wine.
As for the terpene alcohols, only linalol and geraniol were detected,
despite Piñero et al. [47] found linalol, nerol and terpineol in young
Syrah wines from grapes grown in Jerez (Spain) using SPE. As far
as the acids were concerned, the highest levels corresponded to
octanoic and hexanoic acids and the lowest ones to phenylacetic

acid.

Regarding the Pedro Ximenez wine, LLE-I was also the most effi-
cient extraction method, allowing for the detection of up to 38
volatile compounds, twelve more than the LLE-II method and 5
more than the SPE one. In this case, the alcohols were again the
predominant aroma compounds (60% of the total volatile com-
pounds), followed in this case by carbonyl compounds (19% of the
total) and esters (17% of the total volatile content). Other groups like
acids and volatile phenols represented less than 1.6% of the aro-
matic content, whereas the contribution of terpene alcohols and
lactones was even lower (less than 0.5% of the volatile content).
The major individual aroma compounds were isoamyl alcohol,
5-hidroxymethylfurfural, diethyl succinate and 5-methylfurfural,
although the levels of linalol, which has been reported to be the
most important aroma compound of these wines [48], were also
remarkable.

In conclusion, it was noticed that the method leading to higher
recoveries was LLE-I, which also allowed a greater number of aroma
compounds to be extracted. Nonetheless, the SPE method exhib-
ited a higher repeatability, which added to its inherent advantages,
such as a lower extraction times and solvent consumptions makes
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of it another method of choice for the extraction of wine aromas. In
any case, LLE-II was the least convenient extraction method for the
analysis of the volatiles of the wines surveyed. In this sense, sta-
tistically significant differences between the pairs LLE-I-LLE-II and
LLE-II-SPE were found.
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26] R. López, M. Aznar, J. Cacho, V. Ferreira, J. Chromatogr. A 966 (2002) 167.
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nis, M. Herderich, M. Sefton, A. Pollnitz, Anal. Bional. Chem. 381 (2005) 937.
39] L. Fariña, E. Boido, F. Carrau, E. Dellacassa, J. Chromatography A. 1157 (2007) 46.
40] E. Valero, L. Moyano, M.C. Millán, M. Medina, J.M. Ortega, Food Chem. 78 (2002)

57.
41] L. Usseglio-Tomasset, Quı́mica Enológica, Mundi-prensa, Madrid, Spain, 1998.
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1. Introduction

Phytohormones are regulators produced by plants themselves,
which control the physiological processes. As a minor component
of the metabolome, phytohormones are of particular significance
given their role in the regulation of germination, growth, repro-
duction, and the protective responses of plants against stress.
[1] Phytohormones are usually classified into four groups: aux-
ines, gibberellines, cytokinines and inhibitors [2]. Gibberellic acid
(GA3), indole-3-acetic acid (IAA) and abscisic acid (ABA) are the
chief representatives of gibberellins, auxines and inhibitors, respec-
tively. The quantitative analysis of the three phytohormones is
often required in agriculture and plant physiology. However, many
researches until now have focused on a specific phytohormone or
certain group of phytohormones but ignored the others. There is

∗ Corresponding author. Tel.: +86 10 62797087; fax: +86 10 62782485.
E-mail address: dingmy@mail.tsinghua.edu.cn (M. Ding).

0039-9140/$ – see front matter © 2008 Elsevier B.V. All rights reserved.
doi:10.1016/j.talanta.2008.04.041
em mass spectrometry (LC–MS/MS) method was developed for simulta-
representative phytohormones in plant samples: gibberellic acid (GA3),
abscisic acid (ABA). A solid-phase extraction (SPE) pretreatment method
urify the three phytohormones of different groups from plant samples.
on a C18 reversed-phase column, using methanol/water containing 0.2%

socratic mobile phase at the flow-rate of 1.0 mL min−1, and the three phy-
n 7 min. A linear ion trap mass spectrometer equipped with electrospray
in negative ion mode. Selective reaction monitoring (SRM) was employed

The SRM transitions monitored were as 345→239, 301 for GA3, 174→130
r ABA. Good linearities were found within the ranges of 5–200 �g mL−1

for ABA and GA3. Their detection limits based on a signal-to-noise ratio
.2 �g mL−1 and 0.003 �g mL−1 for GA3, IAA and ABA, respectively. Good

% for the three phytohormones were obtained. The results demonstrated
d developed is highly effective for analyzing trace amounts of the three
es.

© 2008 Elsevier B.V. All rights reserved.
little information available on the simultaneous determination of
several phytohormones of different groups.

It is usually rather difficult to determine phytohormones in
plant tissues owing to their presence in trace amounts and to the
coexistence of a wide variety of interferents. Therefore, it is very
important to develop simple and reliable purification procedures
for the accurate determination of the three phytohormones. Com-
mon purification procedures such as liquid-phase extraction (LPE)
[3], solid-phase extraction (SPE) [4–9], vapor-phase extraction [10]
and solid-phase microextraction [11] have been employed for the
purification of phytohormones in plants. However, LPE is extremely
expensive and adverse to the environment and human health due
to the use of large amounts of organic solvents.

Several methods have been used for the analysis of phytohor-
mones. Among them, high performance liquid chromatography
(HPLC) coupled to ultraviolet (UV) [5] or fluorescence [12] or coulo-
metric detection [13] has been described and immunoassay [14,15]
has also been employed. Mass spectrometry (MS) is the most pow-
erful detector for the determination of phytohormones due to
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Fig. 1. The structures of GA3, IAA and ABA.

its high sensitivity and selectivity. Gas chromatography coupled
to mass spectrometry (GC–MS) [6,7,16,17] was also reported. The
shortages with GC–MS method were that not only was a prior
derivatization required to enhance volatility, but also the high tem-
peratures reached in GC injector and column could decompose the
labile phytohormones.

In recent years, liquid chromatography–electrospray ioniza-
tion tandem mass spectrometry (LC–ESI-MS/MS) has been applied
to the determination of IAA [3,8,9,18] and ABA [3,9,18–20] in
plant samples, but the determination of GA3 [9] in LC–ESI-MS/MS
has been reported rarely. In this study, the validity of LC–UV to
determine the three phytohormones was tested. This detection
method was not sensitive and was not able to separate target
analytes from co-extractives. In LC–ESI-MS/MS, however, the inter-
ference from co-extractives was reduced dramatically by using
selected reaction monitoring (SRM). This method was specific
and sensitive and did not require chemical derivatization of ana-
lytes.

In the present study, the main objectives were to simplify the

procedures of extraction and purification and to develop a rapid
and sensitive detection method for the determination of the three
acidic phytohormones. The conditions of SPE have been optimized.
The efficiency of two different extraction solutions for the three
phytohormones has also been discussed. In addition, to illustrate
the validity of the present method, different plant materials have
been used.

2. Experimental

2.1. Chemicals and reagents

GA3, IAA and ABA were purchased from Sigma (St. Louis, MO,
USA). The structures of the three phytohormones are shown in
Fig. 1. Purified water from a Milli-Q system from Millipore Corp.
(Bedford, MA, USA) and analytical reagent grade chemicals were
used. Benzoic acid was used as internal standard (ISTD). Stock solu-
tions of the three phytohormones and ISTD (1 g L−1) were prepared
with 20% methanol in water containing 0.1% formic acid and main-
tained at 4 ◦C in a refrigerator. The four stock solutions were then
further diluted by 20% methanol in water containing 0.1% formic
(2008) 798–802 799

acid to yield appropriate working solutions. C18 SPE cartridges
(3 mL, 500 mg) were obtained from Varian (Palo Alto, CA, USA).

2.2. Plant materials

Plant samples were obtained by cultivating wheat seeds in circu-
lar tray covered with clean papers for 4, 6 and 13 days, respectively.
A constant dampness with tap water at 25 ◦C and a controlled light
condition of 16 h light and 8 h darkness were kept. The young wheat
plants for 4, 6 and 13 days were at the growth stages of bud, one leaf
and two leaves, respectively. The wheat plants at different growth
stages were halved into overground tissues and roots for analysis.

2.3. Chromatographic and mass procedures

The experiment was performed on a Finnigan LC–MS/MS sys-
tem (Thermo Electron, San Jose, CA, USA) consisting of a surveryor
autosampler, a surveyor MS pump and a Finnigan LTQ linear ion
trap mass spectrometer equipped with an ESI source that was oper-
ated in negative mode. The data acquisition software used was
Xcalibur. The LC separation was carried out by an HiQ Sil C18 col-
umn (250 mm×4.6 mm i.d., 5 �m). The three phytohormones were
eluted isocratically with methanol/water containing 0.2% formic
acid (50:50, v/v) at the flow-rate of 1.0 mL min−1. The injector vol-
ume selected was 25 �L. LC–MS/MS conditions were as follows: ESI
spray voltage, 4 kV; sheath gas flow-rate, 70 arb; auxiliary gas flow-
rate, 20 arb; capillary voltage, −38 V; capillary temperature, 350 ◦C
and tube lens, 95 V. The SRM mode was used for the determination
of the three phytohormones. GA3, IAA and ABA were monitored at
m/z transitions of 345→239, 301; 174→130 and 263→153, 219,
respectively. The optimized collision energies for GA3, IAA and ABA
were 21, 28 and 20 eV, respectively. Selected ion monitoring (SIM)
mode was used for the determination of ISTD. ISTD was monitored
at m/z 121.

2.4. Extraction and purification procedures

Plant samples were snipped and ground to fine powder in
the presence of liquid nitrogen. Subsequently, 2 g powdered plant
materials were extracted at 4 ◦C for 12 h with either 20 mL deion-
ized water or 20 mL 80% methanol [3,19]. In both cases, before any
extraction was performed, 100 �g ISTD was added. The extract was
centrifuged at 4 ◦C at 3000 rpm for 15 min. When water was used
as an extractant, the supernatant was passed directly through a C18

cartridge preconditioned with 3 mL deionized water, followed by
3 mL methanol. When 80% methanol was used as an extractant,
the methanol was evaporated in vacuum at room temperature,
and then the aqueous residue was adjusted to 20 mL with water
before passed through a preconditioned C18 cartridge. Both car-
tridges were washed with 1 mL 20% methanol containing 0.1% (v/v)
formic acid and the retained phytohormones were eluted with 1 mL
80% methanol.

These SPE conditions were optimized after a deep study, shown
in Section 3, the same for optimization of chromatographic condi-
tions and SRM detection.

3. Results and discussion

3.1. Optimization of LC–ESI-MS/MS conditions

In the study, the full mass spectra of the three phytohormones
showed that [M−H]− ions were the most intensive at m/z 345
for GA3, m/z 174 for IAA, m/z 263 for ABA, and m/z 121 for ISTD,
so they were chosen as precursor ions for the phytohormones. In
the product ions spectra (Fig. 2, 2a for GA3, 2b for IAA and 2c for
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Fig. 2. Negative ion MS/MS spectra from LC–ESI-MS/MS analysis of GA3 (2a), IAA
(2b) and ABA (2c).

ABA), [M−H–COO–COO–H2O]− ion (m/z 239) and [M−H–COO]−

ion (m/z 301) for GA3, [M−H–COO]− ion (m/z 130) for IAA and
[M−H–C6H6O2]− ion (m/z 153) and [M−H–COO]− ion (m/z 219) for
ABA were selected in SRM acquisition respectively, because they
displayed better intensities.

The three phytohormones were separated using a C18 col-
umn with water/methanol isocratic elution. With the addition of
formic acid, chromatographic separation was improved greatly
with sharper peak shape and better peak symmetry of the
three phytohormones, because formic acid converted the three
acidic phytohormones from the anionic forms to the neutral
ones. A typical LC–ESI-MS/MS chromatogram of a mixed stan-
dard solution containing 50 �g mL−1 GA3, IAA and ABA under
SRM conditions is shown in Fig. 3. GA3, IAA, ABA and ISTD
were eluted at 4.14±0.04 min, 5.21±0.03 min, 6.76±0.05 min and
6.07±0.05 min, respectively. In the GA3 standard chromatogram, a
minor peak occurred at 3.70 min, which could be the GA3 isomeric
Fig. 3. Typical LC–ESI-MS/MS chromatogram of a mixed standard solution contain-
ing 50 �g mL−1 GA3, IAA, ABA and ISTD: (3a) GA3, 345→239, 301 transition; (3b)
IAA, 174→130 transition; (3c) ISTD, 121; (3d) ABA, 263→153, 219 transition.

compound. In addition, benzoic acid instead of labeled isotope was
used as internal standard. It is noteworthy that benzoic acid as
internal standard not only produced the same effect but made the
experiment simpler, compared with the labeled isotope.

3.2. Optimization of the procedures of extraction and purification

A series of methanol solutions of different concentrations were
tested to determine the suitable medium for loading and washing
sample extract on C18 cartridges. Four mixed standard solutions
of the three phytohormones (20 �g mL−1) and ISTD (100 �g mL−1)
were obtained by dissolving their standards into 10%, 20%, 30%
and 40% methanol in water containing 0.1% formic acid, respec-
tively. Subsequently, 1 mL of the four mixed standard solutions was
loaded onto four preconditioned C18 cartridges, respectively. The
concentration of the acidified methanol containing 0.1% formic acid
for washing (1 mL volume) was the same as that for loading. The
phytohormones were eluted by 1mL 80% methanol. For ABA, IAA
and ISTD, 30% of methanol solution containing 0.1% formic acid
was the highest concentration that allowed for loading and wash-
ing with their complete retentions on the cartridge. However, 20%
methanol solution containing 0.1% formic acid was required for

complete retention of GA3, so 20% methanol containing 0.1% formic
acid was used for sample loading and washing. In order to elute
completely the three phytohormones from C18 cartridge and elim-
inate the concomitant interferents as much as possible, a series of
methanol solutions of different concentrations in water and the
acidified (0.1% formic acid) ones of corresponding concentrations
were employed. In our study, 1 mL mixed standard solution of the
three phytohormones (20 �g mL−1) and ISTD (100 �g mL−1) in 20%
methanol containing 0.1% formic acid was loaded respectively onto
ten preconditioned C18 cartridges and then washed with 1mL 20%
methanol containing 0.1% formic acid. At last, the eluting operation
was carried out using 1mL of 60%, 70%, 80%, 90% and 100% methanol
solutions and the acidified (0.1% formic acid) ones of corresponding
concentration, respectively. The results showed that non-acidified
methanol solutions had stronger eluting abilities than the acidified
(0.1% formic acid) ones, which could be because the acidified (0.1%
formic acid) methanol solutions had converted the phytohormones
from the anionic forms to the neutral ones. As the phytohormones
in the neutral forms tended to retain on C18 cartridge, the acidified
(0.1% formic acid) methanol solutions were excluded in our exper-
iment. Furthermore, 70% methanol was required to elute GA3 and
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coefficient Detection limit (�g mL−1) Precision (R.S.D., %)

Retention time Peak area

0.005 0.73 2.4
2.2 0.96 4.7
0.003 0.4 2.9

).
S. Hou et al. / Tala

Table 1
Calibration curves and other quantitative data for GA3, IAA and ABA

Analyte Calibration curvea Range (�g mL−1) Correlation

GA3 Y = 0.0316X + 0.0045 0.005–200 0.9904
IAA Y = 0.0009X + 0.0044 5.00–200 0.995
ABA Y = 0.0756X + 0.0087 0.005–200 0.9956

a Y: peak area ratio of standard and internal standard; X: concentration (�g ml−1

80% methanol to elute IAA and ABA and ISTD completely. Therefore,
80% methanol was selected as the eluting medium in the experi-
ment.

In order to investigate the efficiency of different extractants,
20 mL water and 20 mL 80% methanol were compared. We affirmed
that no significant difference was found between water and 80%
methanol (data not shown). So pure water was used as extrac-
tant to extract the phytohormones from the wheat samples in the
experiment.

3.3. Method evaluation

The linearity of each analyte was evaluated by using a series of
standard solutions, and each standard solution was measured in
triplicate. The calibration curves were constructed based on peak
area ratios of the analytes to ISTD versus concentrations of ana-
lyte standards. Table 1 is the summary of calibration curves, linear
ranges and detection limits of the three phytohormones. Good lin-
earities were found in the ranges of 5–200 �g mL−1 for IAA and
0.005–10 �g mL−1 for ABA and GA3. The detection limits based on a
signal-to-noise ratio of three were 0.005 �g mL−1, 2.2 �g mL−1 and
0.003 �g mL−1 for GA3, IAA and ABA, respectively, The detection

limit of IAA was higher than that of ABA or GA3.

The precisions of LC–ESI-MS/MS detection were examined by
five repeated injections of a mixed standard solution containing
20 �g mL−1 GA3, IAA and ABA. The relative standard deviations
(RSDs) of retention times and peak areas were all under 4.7% for
GA3, IAA and ABA. In order to examine the recovery of the devel-
oped method, the standards of the three phytohormones at two
different concentration levels were spiked to samples and then
extracted by the optimized extraction method. The recoveries are
summarized in Table 2. Good recoveries from 95.5% to 102.4% were
obtained. The stability of the three phytohormones was investi-
gated by analyzing a wheat sample maintained at 4 ◦C for 2 days.
The three phytohormones were shown to be stable at 4 ◦C within 2
days.

3.4. Quantitative analysis of plant samples

The LC–ESI-MS/MS method developed in our study was suc-
cessfully applied to analyze GA3, IAA and ABA in wheat samples. A
typical LC–ESI-MS/MS chromatogram of a wheat sample is shown
in Fig. 4. The analytical results of GA3, IAA and ABA at the differ-

Table 2
Average recoveries of GA3, IAA and ABA in wheat samples (n = 3)

Analyte Added (�g mL−1) Recovery (%)
Mean

GA3 2 97.3
5 98.5

IAA 2 97.7
5 102.4

ABA 0.02 95.5
0.05 99
Fig. 4. Typical LC–ESI-MS–MS chromatogram of a wheat sample: (4a) GA3,
345→239, 301 transition; (4b) IAA, 174→130 transition; (4c) ISTD, 121; (4d) ABA,
263→153, 219 transition.

Table 3
Analytical results of GA3, IAA and ABA in wheat samples (n = 3)

Analyte Mean (R.S.D., %)

GA3 (�g g−1) IAA (�g g−1) ABA (�g g−1)

Overground tissue (bud) 1.924a (1.21) 3.124a (2.56) 0.012a (3.37)
Overground tissue (one leaf) 0.817b (3.77) 2.974a (5.67) 0.008b (6.43)
Overground tissue (two leaves) 0.679c (2.44) 3.289b (1.60) 0.009b (3.40)

Roots (bud) 0.733a (2.16) N.D.a 0.010a (4.58)
Roots (one leaf) 0.224b (3.41) N.D. 0.005b (5.03)
Roots (two leaves) 0.013c (4.45) N.D. 0.005b (5.29)

Column means followed by the same letters are not significantly different at the 95%
confidence level as determined by the Duncan Test.
a N.D.: not detected.

ent growth stages of the wheat samples are summarized in Table 3.
The results indicated that the developed method was suitable for
the determination of the three phytohormones in plant samples.
Furthermore, The Duncan Test, a statistical method, was used to
analyze the variation of the three phytohormones at the different
growth stages of the wheat samples. With the growth of wheat, the
content of GA3 in overground tissues and roots all decreased gradu-
ally. The content of ABA in overground tissues and roots decreased
from the bud stage to one-leaf stage, but it had no obvious variation
from one-leaf stage to two-leaf stage. The content of IAA in over-
ground tissues had no significant difference from the bud stage to
one-leaf stage and increased from one-leaf stage to two-leaf stage,
but it was not detected in roots.

4. Conclusion

In this study, we have developed an LC–ESI-MS/MS method to
determine GA3, IAA and ABA simultaneously and also simplified
the procedures of extracting and purifying plant samples for the
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analysis. In addition, an SPE method developed in the experiment
could remove the interferents effectively and enhance the determi-
nation sensitivity. The LC–ESI-MS/MS method has been successfully
applied to determine the three phytohormones in wheat samples at
different growth stages. The satisfactory results have demonstrated
that this method may be suitable for the determination of the three
phytohormones in agriculture and plant physiology.
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Department of Organic Chemistry, Faculty of Chemistry and Technology, University of S

a r t i c l e i n f o

Article history:
Received 26 November 2007
Received in revised form 17 April 2008
Accepted 23 April 2008
Available online 2 May 2008

Keywords:
Acids
Terpenes and isothiocyanates
Hydrodistillation–adsorption
Volatiles isolation
Water-soluble volatiles

a b s t r a c t

Proposed method of hydr
with solvent trap were co
pounds, such as acids, mon
(Rosmarinus officinalis L.)
The main advantages of HD
and their simultaneous se
particularly suitable for th
compounds. In distinction
distillation water on activ
in the same apparatus.

1. Introduction

The plant volatiles are heterogeneous groups of organic com-
pounds that include monoterpenes, sesquiterpenes, diterpenes

nd many other nonterpene compounds with different molecular
eights and functional groups. Some essential oils contain glu-

osinolate degradation products, such as isothiocyanates, organic
yanides, epithionitriles, oxazolidinethiones, and thiocyanates. All
hese classes of compounds exhibit different properties such as
olatility, solubility in water and solvents or others that are essen-
ial for their isolation and concentration from plant material as well
or the separation of their natural compound mixtures to differ-
nt fractions. Hydrodistillation is one of the most frequently used
ethods for volatiles isolation. Obtained isolates, called essential

ils, according to international definition are distillation products
hat are not soluble in water and can be easily separated from dis-
illation water. However, some compounds of the essential oils are
ater-soluble, especially at elevated temperature that can produce

osses and smaller oil yields during hydrodistillation. Many other
ethods are used for volatiles isolation, such as extraction with

olvents and supercritical CO2 extraction [1–5].
The differences in the obtained volatile yields and chemical

omposition from the same plant are well known due to the use of
ifferent isolation methods. Namely, the most volatile compounds
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ation and analysis of the plant volatiles with high amounts of water-soluble

previously published adsorption of remaining volatile compounds from
arbon, this method offers simultaneous hydrodistillation and adsorption
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will the most rapidly distill and many of them can be lost by leak-
ing through condenser, while less volatile compounds slowly and
partially distill. Furthermore, polar components of some essential
oils have high water solubility at boiling temperature and slowly
and incompletely distill. After condensation, the part of these com-
pounds remains dissolved in distillation water that recovers in
distillation flask, circuit during hydrodistillation and their isolation

is not complete. For the oils with large content of water-soluble
compounds HD method gives lower yields due to the previous men-
tioned losses. Therefore, we have developed a method of volatiles
isolation by simultaneous hydrodistillation–adsorption (HDA). Sev-
eral types of sorbents are available (polymeric adsorbents, zeolites,
activated carbon, etc.). In this research, for adsorption of water-
soluble and high volatile compounds activated carbon was used as
adsorbent due to sorption capacity toward many compounds. The
principal binding mechanisms include hydrophobic interactions,
charge-transfer complexation, hydrogen bonding, cation exchange
and another specific interactions [6]. The adsorption characteris-
tics of activated carbon depend on the type of starting material,
methods and conditions of preparation [7].

Suitable plant materials selected for this research were carob
(Certonia siliqua L.), rosemary (Rosmarinus officinalis L.) and rocket
(Eruca sativa L.). Carob belongs to Leguminosae family. It is ever-
green tree which is cultivated in many parts of Mediterranean
coast and islands. MacLeod and Forcen [8] analyzed volatile
components from the carob beans from Spain by simultaneous
hydrodistillation–extraction in Likens-Nickerson apparatus and
identified water-soluble isobutyric, valeric, isovaleric and butyric
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acids as the main components (cca. 75%). Rosemary, the sec-
ond selected sample, belongs to Lamiaceae family. This aromatic
plant and its essential oil, isolated from leaves, are very famous
and respected on world market and have been researched a lot
[9,10]. Rosemary oil contains many volatile and non-polar monoter-
pene hydrocarbons. Furthermore, the oil contains monoterpene
oxygen containing compounds, sesquiterpene hydrocarbons and
others. The third sample was rocket, member of Brassicaceae
family that contains glucosinolates. It has been reported that
4-methylthiobutyl isothiocyanate (erucin), that originates from glu-
coerucin, was the major glucosinolate degradation product found
in the leaves oil of rocket [11].

Previous papers reported isolation of volatiles from aromatic
plants using stream of nitrogen and their adsorption on acti-
vated carbon column (purge-and-trap method) [12] as well as the
adsorption of water-soluble compounds remained in the distilla-
tion water on activated carbon [13,14]. The aim of this research was
to investigate and compare two isolation methods performed in
the same apparatus: hydrodistillation–adsorption (HDA) method
and its ability to diminish losses of water-soluble and high volatile
compounds and hydrodistillation method with solvent trap (HD).

2. Experimental

2.1. Plant materials

Ripe carob beans were collected on island Šolta (near Split, Croa-
tia) in September 2007. Carob beans have been de-seeded and
grinded in coffee mill to a particle size of cca. 1–2 mm. Rosemary
was collected near Split in June 2007. Fresh leaves were used for
this research. Rocket was, also, collected near Split in May 2007.
Fresh flowers and leaves with green beans were used. The botani-
cal identity of the plant materials was confirmed by a local botanist
and the voucher specimens are deposited at Department of Organic
Chemistry, Faculty of Chemistry and Technology, Split, Croatia.

2.2. Hydrodistillation–adsorption (HDA)

Clevenger type apparatus (Fig. 1) was used for proposed HDA
method. Carbon (Kemika, Zagreb, Croatia, granules Ø = 0.3–0.5 mm)
was activated in muffle furnace at a temperature of 800 ◦C for 2 h
in reducing atmosphere. After cooling at room temperature, carbon
was added in water and deaerated under vacuum for 10 min. Acti-

vated carbon (5 g) was put in a separator (inner apparatus tube) for
the adsorption of water-soluble compounds, and in a small column
(3 g) situated on the top of condenser for the adsorption of high
volatile compounds from gaseous phase.

The height of water layer above carbon column (Fig. 1, a) was
5 cm. Plant material (200 g) and 600 mL water were put in 1000 mL
distillation flask. The distillate passed through the water layer:
water non-soluble compounds were collected on the water layer
(Fig. 1, b), and water-soluble compounds were adsorbed on car-
bon column (Fig. 1, a). The most volatile compounds from gaseous
phase were adsorbed on the carbon column on the top of condenser
(Fig. 1, c). After hydrodistillation and adsorption (3 h), the layer of
water non-soluble compounds (Fig. 1, b) was dissolved in pentane
and carefully separated from the water layer. This procedure was
repeated twice and pentane extracts were combined (fraction b).
After removing of water, through a pipe on the bottom of appa-
ratus, the extraction of adsorbed compounds was performed in
the same apparatus using 50 mL diethyl ether for 8 h. The obtained
ether extract was carefully concentrated by distillation to a smaller
volume (fraction a). High volatile compounds were extracted from
upper column (Fig. 1, c) with ether, and the obtained extract was
Fig. 1. Apparatus for hydrodistillation–adsorption (HDA): a, column of activated
carbon for the adsorption of water-soluble components; b, fraction of water non-
soluble compounds; c, column of activated carbon for the adsorption of high volatile
compounds.

carefully concentrated (fraction c). All the extracts a, b and c were
dried over anhydrous MgSO4. HDA method was performed in trip-
licate for each sample. All the isolates were analyzed by GC and

GC–MS.

2.3. Hydrodistillation (HD)

Hydrodistillation (HD) of plant material (carob beans, rosemary
leaves, rocket flowers and rocket leaves with green beans) was per-
formed in Clevenger type apparatus with solvent trap for 3 h. A
mixture (3 mL) of pentane and diethyl ether (1:1, v/v) was used for
volatiles trapping. Prior HD, rocket was autolyzed for 24 h on 27 ◦C
to increase glucosinolate degradation by endogenous myrosinase
[15]. All the extracts were dried over anhydrous MgSO4. HD method
was performed in triplicate for each sample. All the isolates were
analyzed by GC and GC–MS.

2.4. Analysis of isolated volatiles

2.4.1. Gas chromatography (GC-FID)
Gas chromatography analysis was performed on a Hewlett-

Packard 5890 Series II gas chromatograph equipped with flame
ionization detector using HP-20M capillary column (Hewlett
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Packard, polyethyleneglycol, 50 m×0.2 mm i.d., film thickness
0.2 �m). Chromatographic conditions were as follows: helium
as carrier gas, flow rate 1.0 mL/min; injector and detector tem-
peratures, 250 and 300 ◦C. Oven temperature was isothermal at
70 ◦C for 4 min, then increased to 180 ◦C, at a rate of 4 ◦C/min
and held isothermal for 15 min. Volume injected 1 �L. Split ratio
1:50.

2.4.2. Gas chromatography–mass spectrometry (GC–MS)
Isolated volatiles were also analyzed by Hewlett Packard GC–MS

system (gas chromatograph model 5890 series II with mass selec-
tive detector model 5971A). Polar capillary column, HP-20M, was
used (Hewlett Packard, polyethyleneglycol, 50 m×0.2 mm i.d., film
thickness 0.2 �m). Oven temperature was programmed as fol-
lows: isothermal at 70 ◦C for 4 min, then increased to 180 ◦C, at
a rate of 4 ◦C/min and subsequently held isothermal for 15 min.
Carrier gas was helium, flow rate 1.0 mL/min; injector tem-
perature: 250 ◦C; volume injected: 1 �L; split ratio: 1:50. MS
conditions: ionization voltage: 70 eV; ion source temperature:
280 ◦C; mass range: 30–300 mass units, as in previous papers
[16,17].

2.4.3. Qualitative and quantitative determinations
The individual peaks were identified by comparison of their

retention indices to those of authentic samples, as well as by com-
paring their mass spectra with the Wiley 275 library (Wiley, New
York) and NIST98 (National Institute of Standards and Technology,
Gaithersburg) mass spectral database and literature [18].

The percentage composition of compounds (relative quantity)
in the essential oil and its fractions were computed from the GC-
FID peak areas using the normalization method, without correction
factors. Quantitative results were obtained as mean of data derived
from duplicate GC-FID analyses.

The yields of oils and fractions were determined by gravimet-
ric method after complete solvent removal, by carefully distillation
over Vigreaux column at low temperature. The yields of essen-
tial oils were calculated as sum of the yields of all three fractions,
and chemical composition was calculated as sum of chemical
composition of all the fractions. Absolute quantity [mg/kg] for
particular compound was calculated from average compound per-
centage and average masses of each fraction (from triplicate
experiments).

3. Results and discussion
Volatiles of carob beans, rosemary leaves and rocket flowers
and its leaves with green beans were isolated by two methods:
hydrodistillation–adsorption (HDA) and hydrodistillation with sol-
vent trap (HD). During the isolation by proposed HDA method
the volatiles were separated in three fractions: water-soluble frac-
tion a, water non-soluble fraction b and fraction c of high volatile
compounds. Water non-soluble compounds were isolated in the
upper layer (above the water), water-soluble compounds and some
emulsified compounds from distillation water were adsorbed on
carbon column in the separator, and high volatile components
were adsorbed on carbon in the upper column, Fig. 1. Activated
carbon has not the same adsorption power toward different com-
pounds, but high number of theoretical plates in the column
corrects this fault. The identified structures of the main compo-
nents are shown in Fig. 2, which indicates fractionation (a, b, c) of
isolated volatiles according to different water solubility and volatil-
ity.

The yields and chemical compositions of volatile compound
fractions of carob beans isolated by two methods are given
in Table 1. The yield of volatiles obtained by HD method
76 (2008) 885–891 887

was 1450.0 mg/kg, and by HDA method 2728.3 mg/kg (88.2%
yield increase). The yield of fraction b (water non-soluble com-
pounds) was only 148.5 mg/kg with mass ratio 0.0544. Twenty-two
compounds were identified in this fraction. The main com-
ponents were hydrophobic compounds such as hexadecanal
(65.89 mg/kg), hexadecanoic acid (18.87 mg/kg), 2-tridecanone
(15.17 mg/kg) and 3-dodecenyl acetate (15.82 mg/kg). The yield
of fraction a was 2567.4 mg/kg and of fraction c was only
12.4 mg/kg. Fraction a was quantitatively the most significant
with mass ratio of 0.9410. Only seven water-soluble compounds
were identified in this fraction. The main components were
acids: 2-methylpropanoic acid (1853.98 mg/kg), hexanoic acid
(513.08 mg/kg), butanoic acid (107.95 mg/kg), 2-methylbutanoic
acid (48.49 mg/kg) and acetic acid (17.86 mg/kg). Fraction c con-
tained eight high volatile compounds with mass ratio of 0.0045.
Four of them were identified only in this fraction, Table 1.
Volatiles isolated by HD method contained only ten compounds
in comparison with 25 volatiles isolated by HDA method. HDA
method enabled higher overall yield and simultaneous fractiona-
tion and, therefore, more complete analysis. In summary, the main
HDA components (a + b + c) of carob beans volatiles were water-
soluble acids such as 2-methylpropanoic acid (1853.98 mg/kg),
hexanoic acid (514.60 mg/kg) and butanoic acid (107.95 mg/kg).
Octanoic, acetic and hexadecanoic acid were identified, but in
smaller quantities. The volatiles also contained carbonyl com-
pounds hexadecanal, 2-butenal, 5-methyl-2-hexanone, 2-octanone
with small quantity of esters, hydrocarbons and other com-
pounds.

Rosemary leaves contain essential oil with relatively high
amount of volatile compounds and small amount of water-soluble
compounds. Monoterpene and sesquiterpene hydrocarbons and
oxygen containing compounds were identified. The yields and
chemical compositions of the isolated oil and its fractions for
both methods are given in Table 2. The yield of the volatiles
obtained by HD method was 4972.70 mg/kg, and by HDA method
was 5546.40 mg/kg (12% yield increase). The yield of fraction b
(water non-soluble compounds) was 4234.50 mg/kg. Fraction b
was the main volatile fraction of rosemary leaves with 0.7634
mass ratio in comparison with volatile fraction b of carob beans.
Twenty-one compounds were identified in this fraction. The
main components were 1,8-cineole (2319.20 mg/kg), �-pinene
(625.05 mg/kg), camphor (394.15 mg/kg), borneol (165.41 mg/kg),
�-terpineol (119.76 mg/kg) and other hydrophobic compounds
with smaller contents. Polar compounds of this fraction were

also identified in fraction a such as 1,8-cineole, camphor,
borneol, �-terpineol, terpinene-4-ol, linalool and other polar
compounds with small contents. The yield of fraction a was
1254.70 mg/kg with mass ratio of 0.2261. Seven compounds were
identified. Mass ratio of fraction c was 0.0105. High volatile
compounds were present. Two compounds (�-3-carene and
myrcene) were identified only in fraction c, while others were
also identified in fraction b. In summary, twenty compounds
were identified in rosemary volatiles isolated by HD method
and twenty-three compounds in the volatiles isolated by HDA
method.

Volatiles from rocket flowers (I) and rocket leaves with green
beans (II) were also isolated by HD and HDA methods. The yields
and chemical compositions of the isolated volatiles and their frac-
tions for both methods are given in Table 3. The yield of volatiles
obtained from the flowers was: by HD method 152.32 mg/kg, and
by HDA method 311.77 mg/kg (104.7% yield increase). Sixteen
compounds were identified in the volatiles obtained by HD, and
forty-eight by HDA. The yield of volatiles from the leaves with
green beans was: by HD method 71.68 mg/kg, and by HDA method
91.70 mg/kg (27.9% yield increase). Twenty-four compounds were
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Fig. 2. Chemical structures of the main volatile compounds in carob, rosemary and rock
2-methylbutanoic acid (2); hexanoic acid (3) heptanoic acid (4); decanoic acid (5); (Z)-3-he
isothiocyanate (9); 1,8-cinele (10); �-terpineol (11); camphor (12); borenol (13); undecan
2-tridecanone (18); hexadecanal (19); 3-dodecenyl acetate* (20); methyllinolenate (21); �
dimethyl sulfoxide (26); dimethylsulfone (27); cyclooctasulfur (28); *, correct isomer not

identified in the volatiles obtained by HD and thirty four by HDA.
The yield of fraction b (water non-soluble compounds) for I was
173.55 mg/kg with mass ratio 0.5567 including 21 compounds
and for II was 31.90 mg/kg with mass ratio 0.3479, including 12
compounds. Depending of the used conditions [19], glucoerucin
degradation can produce: 4-methylthiobutylisothiocyanate
(erucin), 5-methylthiopentanenitrile (erucin nitrile) and sulfur.
et identified in fractions a, b and c. Compound names: 2-methylpropanoic acid (1);
xen-1-ol (6); 2-phenylethanol (7); 3-butenyl isothiocyanate (8); 4-methylthiobutyl

oic acid (14); dodecanoic acid (15); tetradecanoic acid (16); hexadecanoic acid (17);
-pinene (22); 2-butenal* (23); 5-methyl-2-hexanone (24); dimethyl disulfide (25);
identified.

4-Methylthiobutylisothiocyanate was found mostly in fraction
a (I: 29.52 mg/kg, II: 15.51 mg/kg). 5-Methylthiopentanenitrile
was detected only in fraction a (II: 0.31 mg/kg). In addition,
water-soluble acids were found in this fraction, such as acetic acid
(I: 6.73 mg/kg; II: 0.70 mg/kg), propionic acid (I: 0.14 mg/kg), 2-
methylbutanoic acid (I: 17.57 mg/kg), pentanoic acid (I: 0.14 mg/kg),
hexanoic acid (I: 2.61 mg/kg; II: 0.48 mg/kg), heptanoic acid (I:
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Table 1
Identified constituents, composition and yields of volatile compounds of Ceratonia siliqua L. isolated by two methods: hydrodistillation with solvent trap (HD) and
hydrodistillation–adsorption (HDA)

Compound RI HD [mg/kg] HDA [mg/kg]

a b c Calculated values (a + b + c)

2-Butenal* 1006 – – – 2.75 2.75
2-Butenal* 1010 – – – 5.49 5.49
5-Methyl-2-hexanone 1139 – – – 2.60 2.60
2-Octanone 1340 – – – 0.15 0.15
Acetic acid 1380 – 17.86 – t 17.86
2-Methylpropanoic acid 1469 1077.04 1853.98 t t 1853.98
2-Nonanon 1545 0.26 – 1.01 0.07 1.08
Butanoic acid 1549 36.35 107.95 – – 107.95
2-Methylbutanoic acid 1596 30.72 48.49 – 1.34 49.83
Pentanoic acid 1657 0.15 – 0.59 – 0.59
2-Nonanol 1660 2.80 – 0.88 – 0.88
Ethyl butanoate 1672 t – 0.44 – 0.44
2,6-Dihydro-2H-pyran-2-one 1743 – 4.35 – – 4.35
Hexanoic acid 1770 290.00 513.08 1.52 – 514.60
2-Dodecanol 1859 – – 4.28 – 4.28
1-Hexadecene 1867 – – 3.35 – 3.35
2-Pentadecanone 1957 0.12 – 1.32 – 1.32
2-Tridecanone 1960 – – 15.17 – 15.17
Octanoic acid 1966 12.56 21.69 – – 21.69
3-Dodecenyl acetate* 1967 – – 15.82 – 15.82
1-Octadecene 2054 – – 3.35 – 3.35
Cyclooctadecene 2081 – – 6.09 – 6.09
2-Nonadecanone 2173 – – 0.49 – 0.49
Hexadecanal 2197 – – 65.89 – 65.89
Hexadecanoic acid >2200 – – 18.87 – 18.87

Yield [mg/kg] 1450.0 2567.4 148.5 12.4 2728.3
Mass ratio of fractions 0.9410 0.0544 0.0045

HD, hydrodistillation with solvent trap; HAD, hydrodistillation–adsorption; a, fraction of water-soluble compounds; b, fraction of water non-soluble compounds; c, fraction
of high volatile compounds; calculated values− sum [mg/kg] of fractions a, b and c; -, not detected; t, traces <0.01 mg/kg; *, correct isomer (E, Z) is not identified; RI, retention
index on HP-20M column.

Table 2
Identified constituents, composition and yields of volatile compounds of Rosmarinus officinalis L. isolated by two methods: hydrodistillation with solvent trap (HD) and
hydrodistillation–adsorption (HDA)

Compound RI HD [mg/kg] HDA [mg/kg]

a b c Calculated values (a + b + c)

�-Pinene 1034 650.42 – 625.05 31.15 656.20
Camphene 1071 80.28 – 90.85 4.85 95.70
�-Pinene 1107 60.43 – 57.93 4.12 62.05
�-3-Carene 1141 – – – 0.40 0.40
Myrcene 1148 – – – 0.78 0.78
1,8-Cineole 1192 2755.57 558.20 2319.20 16.40 2893.80
cis-�-Ocimene 1223 5.20 – 12.37 – 12.37
�-Terpinene 1237 46.50 – 49.60 – 49.60
p-Cymen 1253 51.65 – 62.21 0.50 62.71
Terpinolene 1263 36.85 – 38.89 – 38.89
Alloocimene 1353 t – 4.13 – 4.13
Oct-1-en-3-ol 1412 t – 4.27 – 4.27
Camphor 1482 501.51 282.92 394.15 – 676.07
Pinocarvone 1506 25.89 – 34.75 – 34.75
Isopinocamphone 1506 31.10 – 33.90 – 33.90
Linalool 1507 30.95 4.78 60.10 – 64.88
Bornyl acetate 1546 36.15 – 38.92 – 38.92
Terpinene-4-ol 1555 – 13.50 24.78 – 38.28
Trans-caryophyllene 1571 56.82 – 56.74 – 56.74
�-Terpineol 1629 315.28 212.71 119.76 – 332.47
�-Humulene 1638 20.71 – 20.80 – 20.80
Borneol 1657 241.59 175.59 165.41 – 341.00
Caryophyllene oxide 1912 25.80 3.53 20.69 – 3.47

Yield mg/kg 4972.70 1254.70 4234.50 58.20 5546.40
Mass ratio of fractions 0.2261 0.7634 0.0105

HD, hydrodistillation with solvent trap; HDA, hydrodistillation–adsorption; a, fraction of water-soluble compounds; b, fraction of water non-soluble compounds; c, fraction
of high volatile compounds; calculated values− sum [mg/kg] of fractions a, b and c; -, not detected; t, traces <0.01 mg/kg; *, correct isomer (E, Z) is not identified; RI, retention
index on HP-20M column.
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Table 3
Identified constituents, composition and yields of volatile compounds of Eruca sativa flowers (I) and leaves and green beans (II) isolated by two methods HD and HDA

Compound RI HD [mg/kg] HDA [mg/kg]

I II a b c Calculated values (a + b + c)

I II I II I II I II

�-Pinene 1034 – 0.25 – – – 0.10 – – – 0.10
Dimethyldisulfide 1059 – – – – – – 0.04 0.08 0.04 0.08
Tetrahydrothiophene 1107 – 1.60 0.14 0.35 0.21 – – – 0.35 0.35
Heptanal 1157 – – – – – – 0.17 – 0.17 –
(E)-2-hexenal 1180 – 2.36 0.69 0.87 – – 0.20 – 0.89 0.87
Methylisothiocyanate 1228 – 0.25 – – – – – – – –
(Z)-3-hexenyl formate 1230 – – 0.41 0.57 – – – – 0.41 0.57
2,4-Hexadiene 1280 t – – – – – 0.07 – 0.07 –
(E)-3-hexen-1-ol 1322 – 1.77 1.10 1.18 – – 0.25 – 1.35 1.18
(Z)-3-hexen-1-ol 1344 – 7.18 20.46 16.26 0.21 – 0.54 0.11 21.21 16.37
Dimethyl trisulfide 1347 – – – – – – 0.07 – 0.07 –
(E)-2-hexen-1-ol 1360 – 1.85 – 1.88 – – – – – 1.88
(Z)-3-hexenyl isobutyrate 1361 – – 0.20 – – – – – 0.20 –
Nonanal 1365 – – – – 0.43 – – – 0.43 –
Acetic acid 1380 – – 6.73 0.70 – – 0.12 – 6.85 0.70
3-Butenyl isothiocyanate 1403 – – 1.10 0.35 – – 0.07 – 1.17 0.35
(Z)-3-hexenyl-�-methylbutyrate 1440 – – 0.14 – – – – – 0.14 –
Propionic acid 1473 – – 0.14 – – – – – 0.14 –
4-Methylpentyl isothiocyanate 1487 – 0.76 0.14 0.22 0.21 0.20 0.06 0.27 0.41 0.69
Dimethylsulfoxide 1522 – – 1.51 0.39 – – 1.04 1.57 2.55 1.96
Hexyl isothiocyanate 1536 – – – – – – 0.10 – 0.10 –
Methyl decanoate 1552 1.35 – 0.14 – 0.21 – 0.02 – 0.37 –
�-Cyclocitral 1564 – – – – – – 0.02 – 0.02 –
Phenylacetaldehyde 1596 – 0.59 – 0.20 – – – – – 0.20
2-Methylbutanoic acid 1596 0.84 0.74 17.57 – – – – 0.74 17.57 0.74
(Z)-3-hexyl hexanoate 1614 – – 0.82 – – – – – 0.82 –
Pentanoic acid 1657 – – 0.14 – – – – – 0.14 –
�-Methylbenzyl alcohol 1737 – – 0.14 – – – – – 0.14 –
Hexanoic acid 1770 – 0.17 2.61 0.48 – – – – 2.61 0.48
Benzyl alcohol 1797 – – 0.27 – – – – – 0.27 –
Dimethylsulfone 1815 – – – – – – 0.04 0.05 0.04 0.05
2-Phenylethyl alcohol 1835 – 0.26 2.88 0.14 – – – 0.26 2.88 0.40
4-Methylthiobutanenitrile 1851 – – 0.96 0.35 – – – 0.21 0.96 0.56
�-Ionone* 1873 – 0.67 – 1.31 0.86 0.41 – – 0.86 1.72
Heptanoic acid 1875 1.85 – 7.55 – – – – – 7.55 –

0.3
–
0.3

15.5
0.1
–
–
1.4
–
0.4
–

5-Methylthiopentanenitrile 1892 – – –
Nonadecane 1900 0.34 – –
Octanoic acid 1966 0.84 0.34 1.24
4-Methylthiobutylisothiocyanate (erucin) 2041 32.18 28.63 29.52
Nonanoic acid 2084 0.67 – 0.69
Heneicosane 2100 – 1.94 –
Methyl hexadecanoate 2182 0.51 0.17 –
Decanoic acid 2192 56.11 1.60 25.85
Ethyl hexadecanoate >2200 – – –
Undecanoic acid >2200 2.70 0.76 1.65
Dodecanoic acid >2200 6.57 0.76 1.78

Tricosane >2200 – 1.52 – –
Tridecanoic acid >2200 – – – –
Tetradecanoic acid >2200 2.36 1.09 – –
Pentadecanoic acid >2200 0.51 – – –
Methyl linolenate >2200 4.04 0.42 0.20 –
Hexadecanoic acid >2200 41.45 16.00 0.27 –
Cyclooctasulfur >2200 – – 0.27 –

Total mg/kg 152.32 71.68 127.31 43.4
Mass ratio of fractions 0.4083 0.4

I, flowers; II, leaves and green beans; HD, hydrodistillation with solvent trap; HDA, hydrod
non-soluble compounds; c, fraction of light volatile compounds; calculated values from fr
is not identified; RI, retention index according to HP-20M column.

7.55 mg/kg), octanoic acid (I: 1.24 mg/kg; II: 0.35 mg/kg) and
nonanoic acid (I: 0.69 mg/kg; II: 0.10 mg/kg). Decanoic acid was
found in high amounts in fractions a (I: 25.85 mg/kg; II: 1.44 mg/kg)
and b (I: 38.57 mg/kg). Acids with longer aliphatic chain, unde-
canoic (I: 6.86 mg/kg), dodecanoic (I: 14.57 mg/kg; II: 0.31 mg/kg),
tridecanoic (I: 0.64 mg/kg), tetradecanoic (I: 9.00 mg/kg; II:
1.02 mg/kg), pentadecanoic (I: 2.14 mg/kg) and hexadecanoic acid
(I: 72.65 mg/kg; II: 24.74 mg/kg) were found mostly in the fraction
b. This is in agreement with the volatile analysis of carob beans,
1 – – – – – 0.31
0.86 0.25 – – 0.86 0.25

5 0.21 – 0.02 – 1.47 0.35
1 6.64 1.56 – – 36.16 17.07
0 – – – – 0.69 0.10

0.21 1.53 – – 0.21 1.53
2.14 0.51 – – 2.14 0.51

4 38.57 – – – 64.42 1.44
0.86 – – – 0.86 –

6 6.86 – – – 8.51 0.46
14.57 0.31 – – 16.35 0.31

6.21 1.27 – – 6.21 1.27
0.64 t – – 0.64 t
9.00 1.02 – – 9.00 1.02
2.14 – – – 2.14 –
9.86 – – – 10.06 –
72.65 24.74 – – 72.92 24.74
– – 8.08 13.09 8.35 13.09

2 173.55 31.90 10.91 16.38 311.77 91.70
735 0.5567 0.3479 0.0350 0.1786

istillation–adsorption; a, fraction of water-soluble compounds; b, fraction of water
actions and their mass ratios; -, not detected; t, traces <0.01 mg/kg; *correct isomer

which contain many of these compounds in the same fractions. In
fraction c, nine compounds were identified, where cyclooctasulfur
(I: 8.08 mg/kg; II: 13.09 mg/kg) was the major compound.

4. Conclusion

Proposed HDA isolation method is particularly suitable for
plant samples whose volatiles contain larger amount of water-
soluble and high volatile compounds regardless of their functional
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group. Mass ratios of the obtained fractions were dependent on
their chemical composition, respectively, solubility in water and
volatility. This method offers simultaneous hydrodistillation and
adsorption that is more practical. Distillation, adsorption, extrac-
tion and concentration of volatiles are performed in only one
apparatus. The main advantages of HDA method over HD method
were the higher yields, fractionation of volatiles in three frac-
tions and elimination of peak overlaps on chromatograms that
produced more complete volatile analysis. However, the extrac-
tion of adsorbed compounds, performed with diethyl ether for 8 h,
prolonged isolation of volatiles.
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1. Introduction
Nitrate is monitored in food and agriculture products because
it is harmful for human health. It can be reduced to nitrite, which
may react with amines to form carcinogenic nitrosamines during
digestion in human body. However, the use of nitrogen-containing
fertilizers increases the nitrate concentration in the soil and there-
fore the nitrate content in vegetables. The nitrate concentration in
vegetables varies enormously, ranging from 1 to 10,000 mg kg−1

fresh weight [1] while the maximum allowable nitrate level is
between 2000 and 4500 mg kg−1 for the more concerned vegeta-
bles, i.e. lettuce and spinach (Table 1).

HPLC is the official method for foodstuffs, but usually nitrate and
nitrite content in vegetables are measured by the Griess method.
Nitrite, and nitrate after reduction to nitrite using the Cd–Cu reduc-
tor column, is diazotized with sulfanilamide in acid solution to form
a diazonium cation, which is coupled with sodium 1-naphthol-4-
sulfonate to form an azo dye product measured colorimetrically at
543 nm [3–5]. This method requires a long and demanding pre-
treatment of the sample, which makes the pre-treatment quite
expensive.
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method for the determination of nitrate in vegetables is presented. The
l deconvolution: UV spectrum of a sample is considered as a linear combi-
amed reference spectra. The combination of a small number of spectra of
e the shape of UV spectrum of an unknown sample. There have been sev-
urly lettuce, oak-leaf lettuce), as well as frozen spinaches that have been
re comparable to those obtained with the reference HPLC method (official
the determination of nitrate in foodstuffs). The nitrate content varied from
getables, and 545 to 1190 mg kg−1 of frozen spinach. The recovery of added
The results were obtained with a laboratory spectrophotometer and also
ctrophotometer. This method does not require almost any consumable, is
ng with easy and low maintenance.

© 2008 Elsevier B.V. All rights reserved.

A variety of analytical methods for the determination of nitrate
have been developed and applied to the analysis of food and agricul-
ture products, including: high-performance liquid chromatography
[6,7], ion chromatography [8–10], liquid chromatography [11],

spectrophotometry [12–15], polarography [1], potentiometry with
ion selective electrode [16], capillary electrophoresis [17–19], elec-
tron paramagnetic resonance [20]. However, these methods are
rather expensive and highly time-consuming.

Some quick nitrate tests, Reflectometer Nitrachek [21–23] or
RQflex [24,25], are used to control nitrate contents in soil and agri-
culture products. These methods are relatively cheap but the range
of reading is high (Nitrachek: 5–500 mg NO3

−/L, RQflex: 3–90 mg
NO3

−/L), and the precision depends on the matrix. More, Nitrachek
only memorizes the last 20 results, while 50 results can be recorded
by the RQflex.

On the other hand, the determination of nitrate in wastewa-
ter using UV spectroscopy is well documented [26]. In this paper,
we developed a UV-spectrophotometric method for the measure-
ment of nitrate content in vegetables by a spectrum deconvolution.
The exploitation of UV spectrum is based on two hypotheses:
UV spectrum of a sample is a linear combination of absorption
spectra named reference spectra, and the combination of a small
number of spectra of reference most of the time allows reconsti-
tuting the shape of UV spectrum of an unknown sample. Since
in fresh vegetables the nitrite level is extremely low in compari-
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3.1. UV absorption of salads

Different types of salads have been analyzed. As shown in Fig. 1,
UV spectra were highly reproducible for the same type of let-
tuce, and that was reproduced several times. All these spectra
were recorded with the Anthelie spectrophotometer. But the UV
shapes were quite different for the common lettuces as compared
to the curly lettuce and the oak-leaf ones. The UV shape of lettuce
was mainly due to the a higher nitrate content (see below), that
explained the large peak at 206 nm, while the suspensions of curly
and oak-leaf lettuces contained less nitrates but more pigments,
that were analyzed in global DOC, and provided a higher UV absorp-
tion at about 250 nm. First we focused on the common lettuces that
are supposed to contain higher amounts of nitrates.

3.2. Nitrate content of common lettuces

Ten different common lettuces were purchased from a local
market. They were cut in small pieces and all the material was
homogenised. Forty samples were constituted at random, then
treated as described before. Among those 40 samples, 30 were used
Pham H.N / Talan

Table 1
Maximum allowed nitrate levels of spinach and lettuce [2]

Product Maximum nitrate level (mg/kg)

Fresh spinach Harvest from 01/11 to 31/03 3000
Harvest from 01/04 to 31/10 2500

Frozen spinach 2000
Fresh lettuce Harvest from 01/10 to 31/03 4500

Harvest from 01/04 to 30/09 3500
“Iceberg” lettuce 2500

son to nitrate [27], the contribution of nitrite was not taken into
account.

2. Materials and methods

2.1. UV-spectrophotometer

The spectrophotometers are an Anthelie UV–vis device (lab-
type, resolution of 1 nm, 190–900 nm), and a modified Assistemo-
UV device (field-type, resolution of 11 nm, 190–320 nm), both from
Secomam (Alès, France). They were controlled by UV-Pro software
version 1.25d (Secomam).

2.2. Sample preparation

Vegetables (lettuce, curly lettuce, oak-leaf lettuce, frozen
spinach) were purchased from a local market. The samples were
cut into small pieces of about 1 cm, 1.5 g was weighed (3 g for
frozen spinach), and suspended into 500 mL distilled water. After
homogenizing in a Waring Blender for 1 min, the suspension was
centrifuged (Eppendorf 5810R) at 1700× g for 5 min, and filtered
through a 0.45-�m filter (Durapore HV, Millipore). The filtrate is
then used for the analytical determinations and UV measurements.

2.3. Analytical determinations

Nitrate content of the filtrates was determined by HPLC accord-
ing to the European method [28] in the CTCPA laboratory. The usual
analytical error is about 5%. The residual pigments and unidenti-
fied carbon material in the filtrate were measured and expressed
as dissolved organic carbon (DOC) (measured with a Total Organic
Carbon 1010 analyzer, O-I-Analytical, College Station, TX, USA), with
analytical errors of 5–10%.

The UV spectra of the filtrates, measured with a 5 mm quartz

cell, and the actual nitrate and DOC contents were then used to
create deconvolution models.

2.4. Principle of the spectrum deconvolution method

In this work, for each tested vegetables, 10–20 samples were
used to create specific deconvolution models, which were validated
with other samples. The method of deconvolution is based on a
procedure of matrix algebra that each spectrum corresponds to a
linear combination of a small number p of reference spectra [29].

In the model, the coefficients ai of the linear combination are
calculated by the resolution of a system based on the following
relation established for each wavelength with:

Se(�) =
p∑

i=1

aiREFi(�)± r

Se(�) is the sample absorbance, REFi(�) is the absorbance of the
reference compound I, r is the error.

The reference spectra can be pure single molecules at different
concentrations, or experimental solutions with analytical identi-
(2008) 936–940 937

fication, or both. In all this work, for each tested vegetable, the
UV spectra of a dozen of filtrated suspensions were recorded, and
some analytical parameters were analyzed as explained before. We
assumed that the UV signal is mainly due to the nitrate molecule
and to some undetermined dissolved molecules among chlorophyll
pigments (data not shown). We only used nitrate and DOC (deter-
mined with TOC measurements after filtration) in the model. That
means that all the UV contributors other than nitrate are globalized
in one unique DOC value.

Reference spectra are thus different for each vegetable, i.e. com-
mon lettuce, curly and oak-leaf lettuces, and spinach. They are not
normalized but used to build specific deconvolution models.

A drawback of this reference procedure is that the applicability
range is formally given by the values of the selected samples used,
even if it could be further extended through additional samples.

In this work, we tested the deconvolution procedures of UV-
Pro software (Secomam), and a partial least squares (PLSs) analysis
with Matlab software (MathWorks, Natik, MA, USA).

The product of the nitrate coefficient with the concentration of
the corresponding reference spectrum gave nitrate concentration.

3. Results and discussion
Fig. 1. UV spectra of different salads. Solid line and triangles, common lettuce 1
and 2; bold line and circles, curly lettuces 1 and 2; solid line and squares, oak-leaf
lettuces 1 and 2.
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Fig. 2. (a) Cross-validation of the nitrate deconvolution model for common lettuces.

(b) Cross-validation of the DOC deconvolution model for common lettuces.

to create the model and test a cross-validation, while 10 samples
were kept for a later validation. The UV spectra and the experimen-
tal analyses of the thirty first samples were used to create a model
with two constituents, nitrate and DOC, and the UV-Pro software.
This model was then cross-validated, that means that each UV spec-
trum was deconvoluted and compared to its actual contents, with
a particular model created with the other 29 samples. Fig. 2a and
b shows that the cross-validation was almost perfect for nitrate
and, to a lower extent, for DOC. This cross-validation figures indi-
cate the reliability of the calibration; but also show to which extent
the calibration model integrates the individual contribution of each
sample.

The last 10 samples were used to formally validate the model.
All the validation results are given in Table 2. The average ratio
of estimated on actual nitrate content was 99.9±2.0%, which is
very good considering that the uncertainty of the analytical method
is about 4%. In Table 2, the deconvolution error, given by UV-Pro
software, indicates the quantitative difference between the UV-

Table 2
Validation results of common lettuces

Sample Estimated nitrate values Experimental nitrate
values (mg/kg)

Estimated on
experimental values

mg/kg Deconvolution
error (%)

(%)

1 2567 ±0.4 2533 101
2 3167 ±0.2 3133 101
3 3000 ±0.1 3033 99
4 3100 ±0.1 3000 103
5 3400 ±0.1 3500 97
6 2500 ±0.2 2567 97
7 3167 ±0.1 3100 102
8 2967 ±0.1 3000 99
9 3000 ±0.1 3033 99

10 3500 ±0.1 3500 100
Fig. 3. UV spectra of a common lettuce with different amounts of added nitrate.
Bold line, common lettuce without added nitrate; - - -, +900 mg nitrate/kg; solid line,
1500 mg nitrate/kg; bold dotted line, +2100 mg nitrate/kg.

spectra and an equivalent one, rebuilt according to the model
with the estimated values. The lower this error the better the
result.

It thus appear that the nitrate content of a common lettuce can
be easily and rapidly estimated with a simple UV measurement
between 2500 and 3500 mg/kg, however after the preparation
steps. As said earlier, the current range is given by the samples
used for the calibration step; it could be further extended through
additional samples.

Known amounts of sodium nitrate were then added to a com-
mon lettuce sample to check the correctness of the method. Fig. 3
shows the resulting UV spectra for, respectively, 900, 1500, and
2100 mg of added nitrate per kilogram, to a common lettuce that

originally contained 3240 mg nitrate/kg. It can be observed that the
wavelength of the maximum peak progressively shifted to about
206 nm, that is characteristic for the nitrate ion. The results of
Table 3 show that 91–99% of the expected nitrate contents were
recovered, suggesting the correctness of the method.

3.3. Nitrate content of curly and oak-leaf lettuces

Since the UV shapes of curly and oak-leaf lettuces were simi-
lar, they were considered together. Ten salads of both types were
prepared are analyzed as described for the common lettuces. It
was found that the curly lettuce actually contained 880±208 mg
nitrate/kg (range 547–1160) and 13,400±1100 mg DOC/kg (range
11,588–15,302). The results for oak-leaf lettuce were 652±158 mg
nitrate/kg (range 377–983), and 9900±710 mg DOC/kg (range
8963–11,583).

The actual experimental values and the UV spectra were used
to create six different models, three models with UV-Pro software
and three models with Matlab. For both softwares, a specific model
for the curly lettuce was created and then cross-validated, as well

Table 3
Proportioned additions of nitrate to a common lettuce

Estimated nitrate Deconvolution error (%)

mg/kg % of expected
value

Lettuce without added nitrate 3240 – ±1.6
Addition of 900 mgnitrate/kg 4110 99.0 ±2.0
Addition of 1500 mgnitrate/kg 4500 94.9 ±3.5
Addition of 2100 mgnitrate/kg 4860 91.0 ±4.9
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Table 5
Validation results of frozen spinach

Samples Estimated nitrate
values (mg/kg)

Experimental nitrate
values (mg/kg)

Estimated on
experimental values
(%)

1 981 ± 89 872 ± 70 112.5
2 1422 ± 13 1221 ± 98 116.5
3 1853 ± 50 1768 ± 141 104.8
4 1503 ± 33 1429 ± 114 105.2

line) and the field-type spectrophotometer (dots and dotted line).
Pham H.N / Talan

Table 4
Estimated nitrate contents of curly and oak-leaf lettuces by both different deconvo-
lution methods of UV spectra, in percentage of analytical contents

UV-Pro software PLS

Curly lettuces
Specific deconvolution model 99 ± 3% 100 ± 1%
Global deconvolution model 98 ± 7% 100 ± 3%

Oak-leaf lettuces
Specific deconvolution model 98 ± 5% 100 ± 1%
Global deconvolution model 101 ± 13% 101 ± 5%

as for the oak-leaf lettuces. Then a global model was built with the
20 lettuces together, and again cross-validated.

The results in Table 4, where the estimated nitrate contents were
calculated as percentage of the experimental contents, show that
both deconvolution methods provided analogous results. In both
cases the deconvolution errors were always lower than 10%, with
an average values of about 4.6%. As UV-Pro software appeared as
a black box, it was interesting to know if a more usual and docu-
mented method could give better or at least equivalent results. PLS
algorithm was actually able to deconvolute the UV spectra and to
estimate the component contents. However, due to those similar
results, and to the user-friendlier interface of UV-Pro, it has been
kept for the other experimentations.

Table 4 also indicates that both types of lettuces can be analyzed
using specific or global models. This point is crucial because that
demonstrates that a global model can be used for different vegeta-

bles that exhibit similar UV shapes. It means that it is not necessary
to create specific models relative to each vegetables, or even each
season or producer. Finally, results in Table 4 also demonstrate that
the uncertainties of the estimated value were quite low, and at least
in the uncertainty range of the reference methods.

No longer validation step was performed with new curly and
oak-leaf salads.

3.4. Nitrate content of frozen spinach

Spinach leaves often present large amounts of nitrate that
explain why this vegetable is concerned by the EC regulations. Fif-
teen samples of frozen spinach were defrosted and analyzed as
described before. The nitrate content ranged from 545 to 1190 mg
nitrate/kg (average value of 962), for a maximum acceptable value
of 2000.

Fig. 4 shows the cross-validation between the experimental and
the estimated values of nitrate. A good correlation (R2 = 0.935) was
also obtained for DOC (data not shown). To validate the method,
four sets of about 20 g of frozen spinaches, from two different

Fig. 4. Correlation between the experimental and the estimated nitrate content of
frozen spinach, with the Anthelie spectrophotometer.
Fig. 5. UV spectra of a suspension of frozen spinach, with the lab-type device (bold
trademarks were constituted. For each sets, three samples were
analyzed. The results of Table 5 indicate that, as for the lettuces,
it was possible to rapidly estimate the nitrate content of spinach,
even if the estimated values are weakly overestimated.

All the previous experimentations were achieved with a
lab-scale spectrophotometer (Anthelie, Secomam) with contains
moving parts for the network and for the UV and the visible lamps.
If such a device can be used in a laboratory, its robustness under
industrial conditions seems more uncertain. During the spinach
campaign for instance, the vegetables are brought to the factory
24 h a day, 7 days a week, and the nitrate content (and obvi-
ously other parameters) must be rapidly and exactly determined
to accept the spinach cargo into the process. The nitrate analy-
sis must thus be achieved under rather difficult conditions, not
actually compatible with a lab-scale device. On the other hand,
the Secomam company developed a field-type spectrophotome-
ter for the environmental analysis (called Assistemo). This device
contains CCD diodes spaced by 12 nm, whilst the Anthelie spec-

Fig. 6. Correlation between the experimental and the estimated nitrate content of
frozen spinach, with the Assistemo-UV spectrophotometer.
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trophotometer possesses a resolution range of 1 nm. It was thus
decided to evaluate the possibility to downgrade the model cre-
ated with the Anthelie device. The model was downgraded for the
Assistemo device, and 15 new frozen samples of spinach were ana-
lyzed and deconvoluted with the modified model. Fig. 5 shows the
UV-spectra of frozen spinach for both spectrophotometers. Results
of Fig. 6 indicated that, even with this low resolution, nitrate con-
tents can be perfectly estimated by the deconvolution of UV spectra
with the Assistemo device. A good correlation (R2 = 0.993) has also
been obtained for DOC (data not shown). This device will be tested
under real industrial conditions in the near future.

4. Conclusions
In the present work, it was shown that nitrate can be correctly
estimated in various vegetables by mathematical deconvolutions of
UV-spectra. This method almost does not require any consumable;
it is quantitative and very fast reading with easy and low mainte-
nance. Apart the preparation steps, that are common to almost all
analytical methods, the nitrate content is given within about 1 min,
with low manpower. An interesting point to note is the wide appli-
cability of the models, which allows measuring nitrate in vegetables
independently of the variations inside of cargos or other. The large
range of measurement and the low uncertainty of the results sug-
gest that this method could be used in replacement of other rapid
methods currently used in factories for quality controls.
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1. Introduction

The United States Departments of Homeland Security (DHS) and
Defense (DOD) are testing next generation personal protection sys-
tems to protect U.S. military personnel from chemical threats. Some

of these programs focus on Man-in-Simulant Testing (MIST), where
methyl salicylate (MeS) is used to test the effectiveness of chemi-
cal suits [1,2]. Currently, the suits are tested with passive absorbent
pads to collect samples while soldiers or mannequins wear the suits
during MeS exposure [3]. To identify the weaknesses in the sys-
tem, i.e. chemical break-through sites; small, unobtrusive and light
weight sensors are needed to collect real-time data as the suits are
used during tests.

A key requirement of this application is that proposed sensors
do not interfere with air-flow through the suit or with the wearer’s
mobility. This significantly restricts the size and power of a viable
sensor system. Furthermore, the sensors must operate in high rel-
ative humidity and elevated temperature environment proximate
to the skin of a warfighter or first responder performing their tasks.
Microfabricated sensor arrays have the potential to address this
need.

Microsensors using sorbent materials are promising for this
niche application since they can operate at ambient temperature
and can be miniaturized. Such sensors measure changes in the
sorbent material when a vapor or gas is absorbed. Reported tech-

∗ Corresponding author. Tel.: +1 760 268 0083; fax: +1 760 268 0662.
E-mail address: sanjay@seacoastscience.com (S.V. Patel).
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d as a chemical warfare agent simulant to test chemical protective gar-
sonal protective gear. The accurate and real-time detection of this analyte
ting regimes. This paper reports the results of MeS vapor exposures on
ed sensors at temperatures ranging from 15 ◦C to 50 ◦C under dry and
acitors were arranged in an array on a silicon chip each having a different
sed parallel-plate electrode geometry to measure the dielectric permittiv-
en exposed to water and MeS vapor. Of the four polymers tested against

layed near or sub-parts-per-million detection limits at 35 ◦C (0–80%RH).
© 2008 Elsevier B.V. All rights reserved.

nology platforms include: resistive sensors [4,5] and cantilever
stress sensors [6] to measure swelling of polymers; resonating can-
tilevers [7], surface acoustic wave (SAW) devices [8], and flexural
plate wave (FPW) devices [9] to measure mass and viscoelasticity
changes; and capacitive sensors [10,11] to measure changes in poly-
mer permittivity. Multi-transducer arrays, systems with multiple
different technologies, have also been reported for vapor detection
[12].
Presented herein are the results from the exposure of four
chemicapacitors, each filled with a different semi-selectively MeS
absorbing dielectric polymers. As chemicals sorb into the dielectric,
they alter its permittivity and thereby raise or lower the capacitance
of the sensor. The four polymers have functional groups of varied
polarity, acidity, and dielectric constant (∼2–10).

2. Experimental

2.1. Sensor structure

The sensor structures used in this study were fabricated using
the Multi-User MEMS Process (MUMPs) [13] from MEMSCAP, Inc.
(Durham, NC). Fig. 1 shows a top-view photograph and a side-view
cross-section diagram of one of these structures. In the present
work, two chips were used, each having multiple parallel-plate
capacitor structures spaced approximately 300–500 �m apart, on
a 2 mm×5 mm chip [14]. The structures are made from polycrys-
talline silicon deposited on an insulating silicon nitride layer. Each
parallel-plate capacitor is square-shaped, approximately 285 �m
on a side, with a 0.75 �m vertical gap between the plates. The top
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Fig. 1. Parallel-plate chemicapacitor element: (a) top-view photograph show-
ing square capacitor and wirebond pad and (b) cross-sectional diagram
(not to scale).

plate is perforated forming a waffle pattern, with silicon beams
of 2.5 �m and holes of 5 �m. The drive circuit [14,15] applies a
square wave to the bottom plate, and the top plate is used to sense
the capacitance of the structure. The 16 larger squares are sup-
port posts, which together with the outer edge of the square (also
perforated) keep the top plate from flexing.
2.2. Sensitive materials

The dielectric gap between the plates of each capacitor was
filled with a dilute polymer solution (<1 wt% in chloroform, toluene,
or acetone) injected through holes in the top plate using a
piezoelectric-driven ink-jet from MicroFab Technologies, Inc. [16].
The residual solvent was allowed to evaporate, leaving the neat
polymer in the capacitor.

The same two chips were used for all of the sensor testing. Each
chip contained four chemicapacitors, and each chemicapacitor was
coated with one of the four polymers listed in Table 1 [17,18]. All
data presented are averaged responses from the same polymer on
both chips, and all error bars represent±1 S.D. of the responses for
multiple (typically 3–5) chemical exposures. The error bars provide
a measure of chip-to-chip repeatability and exposure-to-exposure
repeatability.

PEVA and PECH were purchased from Sigma–Aldrich Corp. (St.
Louis, MO), PIB from Polysciences, Inc. (Warrington, PA), and ADIOL
[19] was received from Dr. McGill at the U.S. Naval Research Labora-
tories. The values for the dielectric constants were measured on the
two chips at 20 ◦C in dry air, and match well with values found in the

Table 1
Polymers tested and their nominal capacitance measured at 20 ◦C in dry air with microca

Polymer Functionality and properties

Polyisobutylene (PIB); MW = 1350 Low-polarity hydrocarbon; viscous liq
Poly(ethylene-co-vinyl acetate)
(40% acetate content) (PEVA)

Low-polarity, solid, semi-crystalline [1

Bis[(E)-1,1,1-trifluoro-2-
(trifluoromethyl)pent-4-en-2-
ol]siloxane
(ADIOL)

Polar; hydrogen-bond acidic; greasy li

Polyepichlorohydrin (PECH);
MW = 700,000

Moderate hydrogen bonding [18]; pola
6 (2008) 872–877 873

literature [14,20,21]. In comparison, MeS has a reported dielectric
constant of 9 at 20 ◦C and 9.41 at 30 ◦C [22].

2.3. Sensor testing

Sensor chips were wire-bonded in low volume ceramic packages
with capacitance measurement circuits [14,23]. The capacitance
measurement circuit used in these tests had a range of 0.01–350 pF
with a resolution of 0.001 pF. The circuit uses a square wave to
charge each capacitor, which is then discharged to a reference
capacitor whose potential is measured. A microprocessor and other
related circuitry on a printed circuit board are used to control
the timing and applied voltages, and to measure the capacitances.
Three modifications were made to the previous circuit [23]; (1)
the range of measurements was increased to over 350 pF, (2) the
measurement circuit operated at 3.3 V, reduced from 5 V, and (3)
the applied voltage was centered to prevent charging across the
polymer.

Noise in the system ranged from 0.001 pF to 0.7 pF, and was
dependant on the capacitance being measured, the resolution of
the analog to digital converters, and the applied oscillator voltage
(0.012–3.2 V). The highest noise levels occurred at high mea-
sured capacitances that were typically encountered at high relative
humidity.

A computer controlled gas delivery system, consisting of mass-
flow controllers (MKS Instruments, Andover, MA), was used to
deliver and dilute the chemical vapors with compressed and dried
laboratory air. The sensors were tested under continuous air-flow.
The MeS vapors were generated by bubbling air through the liq-
uid in a fritted glass gas-washing bottle (ACE Glass, Inc., Vineland,
NJ) that was temperature-controlled in a chilled water bath. Humid

air was mixed by adding a stream of air bubbled through deionized
water also in a temperature-controlled chilled water bath. Two sen-
sor chips were tested simultaneously in a silcosteel® passivated
(Restek, Corp., Bellefonte, PA) stainless steel chamber (approxi-
mately 10.8 cm×2.4 cm×0.6 cm, internal wetted volume). To keep
the exposed volumes low, only the sensor chips and ceramic pack-
ages were exposed to chemicals, while the remaining circuit board
was connected using a feed-through to outside of the test chamber.
The test chamber was temperature controlled to ±0.1 ◦C.

Vapor pressures were extrapolated from Antoine coefficients
in Lange’s Handbook of Chemistry [22] and compared to extrap-
olations from the NIST Webbook [24]. From these data the vapor
pressure of MeS was estimated to be 0.1 Torr at 25 ◦C and 0.35 Torr
at 40 ◦C.

3. Results and discussion

All four polymers responded to MeS vapor in a monotonic fash-
ion, over the range of temperatures and concentrations tested. Fig. 2
shows the raw response of a PECH- and a PIB-filled chemicapacitor
to three concentrations of MeS. PECH-filled chemicapacitors pro-

pacitors

Starting capacitance (pF) Dielectric constant

uid 2.4 2.4
7] 4.2 4.0

quid 5.4 5.3

r; solid 10.2 9.8
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floor for the measurements. The lowest detectable concentration
◦
Fig. 2. Sensor responses to MeS in 50% relative humidity at 25 C. MeS concentra-
tions (top), PECH chemicapacitor (middle), PIB chemicapacitor (bottom).

duced negative capacitance shifts when exposed to MeS, whereas
the other polymer-filled chemicapacitors produced positive capac-
itance changes upon MeS exposure. This discrepancy has been
discussed in the literature and is associated with the balance
between swelling effects versus the increase in number and density
of dipoles in the bulk polymer [10]. If swelling dominates and the
analyte has a lower dielectric constant than the polymer, as with
PECH, the MeS causes the bulk permittivity to decrease. Other work
on parallel-plate chemicapacitors showed that both PIB and PEVA
provided decreasing permittivity upon sorption of analytes with
low dielectric constants, including some aromatic compounds and
alkanes [10,14].

The capacitance and dielectric permittivity of all four polymers
increase when exposed to water vapor, but to varying degrees
(Table 2). PIB- and PEVA-filled chemicapacitors were the least sen-
sitive, followed by PECH and ADIOL, which was the most sensitive
to water vapor. Note that water vapor equilibrated faster than

Fig. 3. Isotherms for the PECH-filled chemicapacitors, (a) under 50% relative humidity an
are only meant to guide the eye. The dashed horizontal line in each figure represents the
are ±1 S.D. of the responses for multiple (typically 3–5) chemical exposures.
6 (2008) 872–877

Table 2
Average capacitance change (�C) for a 0–20% relative humidity step at each
temperature

At 35 ◦C (pF) At 25 ◦C (pF) At 15 ◦C (pF)

PIB 0.002 0.002 0.002
PEVA 0.024 0.022 0.022
PECH 0.110 0.089 0.076
ADIOL 0.665 0.463 0.338

MeS in the test system. These devices have previously demon-
strated response times in the order of 200 ms to 1 s [23]. The
measured capacitance of the PECH, PIB and PEVA chemicapaci-
tors all decreased upon heating in both dry air and 50% relative
humidity. In contrast, the capacitance of the ADIOL-filled sensors
increased in both environments.

Fig. 3 contains graphs of the response of the PECH chemica-
pacitors at temperatures ranging from 15 ◦C to 50 ◦C. At lower
temperatures (<30 ◦C), sub-ppmV (parts-per-million by volume)
concentrations of MeS were detectable in both dry and 50% rel-
ative humidity. The dashed horizontal line denotes the “noise”
increases drastically at higher temperatures consistent with the
proposed physisorption-based sensing mechanism [25]. In addi-
tion, the slope of the response curves becomes shallower, i.e. the
sensitivity decreases as temperature increases. This is primarily due
to the vapor–liquid equilibrium favoring the vapor phase at the
higher temperatures.

Similarly, PIB- and PEVA-filled chemicapacitors provide sensi-
tivity profiles (Figs. 4 and 5) that exhibit decreased sensitivity at
higher temperature; however, their lowest detectable concentra-
tions are better than PECH. ADIOL-filled chemicapacitors were most
sensitive to MeS at all temperatures (Fig. 6), although their response
speed was significantly slower at 15 ◦C. Due to the slow equilibra-
tion 15 ◦C ADIOL response data is presented in the inset graphs.
This extremely slow equilibration causes the measured response at
15 ◦C to be much smaller than at 20 ◦C, behavior that is not observed
on the other polymers at 15 ◦C. PECH and PEVA are solids at this
temperature and PEVA is semi-crystalline [17], although PECH is
well above its glass transition temperature (−22.5 ◦C). One possi-
ble explanation for this response speed is that ADIOL is approaching
its glass transition temperature (Tg), drastically slowing the diffu-

d (b) in dry air, for MeS concentrations between 300 ppbV and 100 ppmV. The lines
peak-to-peak noise. Each point represents the average response and the error bars
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Fig. 4. Isotherms for the PIB-filled chemicapacitors: (a) under 50% relative humidity and (b) in dry air, for MeS concentrations between 300 ppbV and 100 ppmV.

Fig. 5. Isotherms for the PEVA-filled chemicapacitors: (a) under 50% relative humidity and (b) in dry air, for MeS concentrations between 300 ppbV and 100 ppmV.
Fig. 6. Isotherms for the ADIOL-filled chemicapacitors: (a) under 50% relative humidity
graphs show the 15 ◦C and 20 ◦C isotherms with the same y-axis scale.
and (b) in dry air, for MeS concentrations between 300 ppbV and 100 ppmV. Inset
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at 40 ◦C. This provides a basis for development of a system to be
Fig. 7. Affect of humidity on response of all four polymer-filled chemicapacitors
to 1 ppmV MeS, exposures at 25 ◦C. Note: PIB and PEVA responses overlap on all
exposures.
sion of MeS into the polymer. Another possibility is that at lower
temperatures, the ADIOL response is able to accumulate significant
amounts of MeS by very strong hydrogen-bonding interactions [26].
Whereas the other polymers equilibrated with MeS in 1 h at 15 ◦C,
ADIOL did not equilibrate even after 3 h except at the highest con-
centrations. Albeit faster, the ADIOL response was still slow at 20 ◦C
and 25 ◦C, therefore the equilibrated response after 1 h of exposure
is presented in all graphs.

To compare the sensors’ sensitivity to MeS under various con-
ditions, sensor responses to 1 ppmV MeS exposures at 15 ◦C, 25 ◦C,
and 35 ◦C were measured. 1 ppmV exposures at 25 ◦C show that
PECH, PIB and PEVA are unaffected by the background humid-
ity (Fig. 7). This is true for PIB and PEVA at 15 ◦C and 35 ◦C also.
In contrast ADIOL’s sensitivity to MeS improves at higher relative
humidity levels at 25 ◦C, but does not continue this trend at 35 ◦C
(Fig. 8a). As seen in Fig. 6 at 15 ◦C the ADIOL response is significantly
increased at higher humidity levels when compared to dry condi-
tions. Comparing the behavior of PECH (Fig. 8b) at 15 ◦C, 25 ◦C, and
35 ◦C, one sees a very mild decrease in sensitivity at highest humid-

Fig. 8. Responses to 1 ppmV MeS exposures from (a) ADIOL chemicapacitors at 25 ◦C and
are not presented in due to slow equilibration.
6 (2008) 872–877

ity levels, although not nearly as pronounced as the influence of
water on the ADIOL response.

One explanation for the observed sensor behavior is that the
PECH/water bulk matrix has a higher overall polarity at high humid-
ity, leading to a less soluble matrix than when dry. That is, the
water-laden matrix rejects or lessens the amount of MeS absorbed.
Furthermore, for PECH the dominant mechanism is swelling, for
which the incremental change in dielectric constant is less when
preloaded with water vapor and a lower permittivity analyte is
added. In either case, the effect is not significant. For ADIOL, the
water vapor helps to sorb more MeS, likely because the hydrated
polymer chains have an apparent higher polarity increasing the
MeS/ADIOL interaction. At higher temperatures the humidity-
enhanced sensitivity diminishes for the ADIOL sensors, where less
water is sorbed.

Theoretical limits of detection (LOD) are estimated from the
lowest concentration exposures (Figs. 3–6) at dry and 50% rela-
tive humidity conditions. These values are conservatively estimated
using three times the peak-to-peak noise as the figure of merit.
Fig. 9 shows the dry and wet LODs estimated at various temper-
atures for the four polymer-filled chemicapacitors. For ADIOL, in
humid conditions, the LOD was ∼300 ppbV at 25 ◦C and ∼1 ppmV
used by chemical suit manufacturers for product testing or poten-
tially even warfighters for real-time use. The trade-off will be size
(few cm3) versus ppb-level sensitivity that has been achieved with
mass spectrometry [27].

4. Summary and conclusions

The capacitive sensing method provides near or sub-ppmV level
limits of detection for MeS over the temperature range tested.
Of the four polymers tested, ADIOL was most sensitive to MeS;
however, the current formulation’s response speed decreases at
lower temperatures, which may limit its effectiveness. At elevated
humidity, the ADIOL coated sensors’ response to MeS improved,
possibly due to a cosolvency effect [28]. PECH provided some
basis for selectivity as its response to MeS was negative; how-
ever its response diminishes at higher temperatures. Although
their chemical structure is quite different, PIB and PEVA provided
little discernable difference in response. Since sensitivity of all
of the polymers was temperature-dependent, the sensors must
be temperature controlled or the data processed using artificial

35 ◦C, and (b) PECH chemicapacitors at 15 ◦C, 25 ◦C and 35 ◦C. 15 ◦C data for ADIOL
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Fig. 9. Calculated limits of detection (LOD) in ppmV at various temperatures in

intelligence algorithms to take into account temperature related
changes.
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c Laboratoire de Chimie Moléculaire et Environnement, ESIGEC, Campus scientifique Savoie Technolac, Université de Savoie,
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The reactivity of two fluorescent derivatization reagents, 2-diphenyl-1,3-indandione-1-hydrazone
(DIH) and 2-aminooxy-N-[3-(5-dimethylamino-naphtalene-1-sulfonamino)-propyl]-acetamide (dansy-
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1. Introduction

The atmospheric chemistry and photochemistry of low molec-
ular mass carbonyl compounds including aldehydes and ketones
is well documented. Interest in studying atmospheric chemistry of
carbonyl compounds stems from: (1) their importance in atmo-
spheric chemistry, (2) high reactivity, (3) complexity of their
mechanism and dynamics, i.e. many photochemical reactions occur
on multiple potential energy surfaces and generate multiple sets of
products, and (4) their potential impact on human health.

During the past two decades, different strategies have been
adopted in the analysis of carbonyl compounds in ambient air [1,2].
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), was studied towards selected atmospheric carbonyl compounds. The
se obtained using the 2,4-dinitrophenylhydrazine (2,4-DNPH) UV–vis
lished technique used to detect atmospheric carbonyl compounds. The
re integrated into a data-processing model developed in the laboratory to
ies of a mist chamber device as a function of temperature, reagent and
e results showed that in an aqueous solution, DNSAOA exhibits a higher

pounds without the addition of an acidic catalyst than 2,4-DNPH. It was
efficiently water-soluble gaseous compounds (for example formaldehyde).
al contamination of the reagent caused by the synthesis procedure used in

sed in high concentrations. As a result, very low trapping efficiencies of less
s compounds (acetone) using DNSAOA are observed. However, the use of

onitrile improved the trapping efficiencies of the carbonyl compounds. In
atization reagent (DNSAOA is not soluble in acetonitrile), trapping efficien-
ained, similar to 2,4-DNPH. Moreover, fluorescence associated with DIH
3×10−8 M and 1.72×10−8 M for formaldehyde and acetone, respectively)
ethod for the determination of carbonyl compounds in complex matrix
is detection method (detection limits 3.20×10−8 M and 2.9×10−8 M for
pectively).
© 2008 Elsevier B.V. All rights reserved.

The most common method uses the 2,4-dinitrophenylhydrazine
(2,4-DNPH) derivatization agent coated on a solid sorbent. After
trapping, the derivatization products are eluted with an organic
solvent and analyzed by liquid chromatography (LC) coupled to an
UV–vis detector [3–7]. Unfortunately, interferences mainly induced
by oxidant such as ozone [8–10] and NOx (NOx = NO + NO2) [11]
were reported. They can be drastically reduced using KI annu-
lar denuders as oxidant scavengers but it was reported that this
procedure could trap a fraction of the gaseous carbonyl com-
pounds [8,10,12]. Consequently, the sampling procedure based on
a gas–liquid scrubber sampling technique seems more reliable
because it is free of important oxidizing artefacts [12–15]. With
this technique, the role of the derivatization process is not only
to stabilize the carbonyl compounds but also to improve the trap-
ping efficiency by avoiding the saturation of the trapping solution
by the carbonyl compounds. A calibrated mathematical algorithm
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Fig. 1. Chemical structures of (a

simulating the trapping efficiencies of carbonyl compounds into
the liquid phase was developed in a previous work [16]. It was used
to determine and compare the trapping efficiencies of two kinds
of gas–liquid scrubbers: mist chamber and glass tube. This work
highlighted the ability of the mist chamber to concentrate samples
and thus to improve the sensibility of the analytical method. Using
the data-processing model previously validated, the present work
is focused on the determination and the comparison of the perfor-
mances of various derivatization reagents to trap volatile carbonyl
compounds in a mist chamber.

Numerous derivatization reagents were developed for the anal-
ysis of carbonyl compounds such as: 2,4-dinitrophenylhydrazine
[14,17], dansylhydrazine (DNSH) [1,2,18–21], 2-diphenyl-1,
3-indandione-1-hydrazone (DIH) [1,2,21–23], N-(5-dimethyl-
amino-1-naphtalenesulphonamido)-3-oxapentane-1,5-dioxy-
amine (dansyloxyamine, DNSOA) [24], 2-aminooxy-N-[3-(5-
dimethylamino-naphtalene-1-sulfonamino)-propyl]-acetamide
(dansylacetamidooxyamine, DNSAOA) [25], 4-N,N-dimethylamino-
6-(4′-methoxy-1′-naphtyl)-1,3,5-triazine-2-hydrazine (DMNTH)
[26,27]. Because of their fluorescence properties, their solubility
in water and/or organic solvents or their kinetic rate reaction
towards carbonyl functional group, three of them (2,4-DNPH,
DIH and DNSAOA, Fig. 1) seem particularly fit for the analysis of
atmospheric carbonyl compounds using an integrative trap such
as a mist chamber.

The objective of the present work is to compare the perfor-
mances of 2,4-DNPH, the most commonly used derivatization
reagent, with those of DIH and DNSAOA for the liquid phase
sampling of gaseous carbonyls compounds. This work was car-
ried out using formaldehyde and acetone as model molecules
because of their different physico-chemical properties (formalde-

hyde, a water-soluble gaseous compound (Henry’s constant
>103 mol L−1 atm−1) highly reactive and acetone, a low water-
soluble gaseous compound (Henry’s constant ≈30 mol L−1 atm−1)
fairly unreactive). The comparisons were performed using the
mathematical algorithm developed and validated by François et al.
to simulate the trapping efficiencies of the carbonyl compounds
under study in a mist chamber [16]. Laboratory experiments were
carried out on DIH and DNSAOA to determine the rate constant
of derivatization while those of DNPH were found in literature. The
studied parameters were: (1) the solubility of the compounds under
study in the trapping solutions (KS), (2) the rate constant (kD) for
each derivatization reagent and (3) the influence of the temperature
on trapping efficiencies.

2. Materials and methods

2.1. Derivatization procedure

2.1.1. Carbonyl compound stock solutions
The carbonyl compound stock solutions (formaldehyde and ace-

tone; Riedel de Haën, Seelze, Germany) were prepared weekly by
76 (2008) 824–831 825

NPH, (b) DIH and (c) DNSAOA.

dissolving a known amount of a pure standard in purified water
(from a Millli-Q RG system; Millipore, Bedford, MA, USA) and in ace-
tonitrile (HPLC grade; SDS Carlo Erba) for DNSAOA and DIH tests,
respectively. All stock solutions were stored at T = 4 ◦C until use.

2.1.2. DIH trapping solution
The DIH solution was prepared by adding 75 mg of com-

mercial DIH (Aldrich) to 100 mL of acetonitrile with stirring
(CDIH = 2×10−3 mol L−1). This solution was stored at T = 4 ◦C until
use. Similar to the work of Swarin and Lipari, an acidic catalyst
(5 �L of 1 M HCl per 2 mL of reagent solution) was added to the
solution to increase the kinetic rate of the derivatization process
[22]. The addition was carried out at the beginning of the deriva-
tization tests to avoid the degradation of the reagent observed
during the experiment. The estimated lifetime of DIH in an acidic
([HCl]=2.5×10−3 mol L−1) liquid organic solution (acetonitrile) is
about 5 h.

2.1.3. DNSAOA trapping solution
The DNSAOA was synthesized using a commercial solution of

dansyl chloride (Aldrich) as described by Boturyn et al. [28]. Briefly,
the reaction products were identified using their physical prop-
erties (melting points (Kofler Bank), NMR (1H and 13C) and IR
spectroscopy). This synthesis led to the formation of a protected
molecule where the oxylamino reactive functional group (O–NH2)
was protected by a t-butyloxycarbamate group (t-BOC). To obtain
the reactive hydrochloride form of the reagent (O–NH3

+ and Cl−),
t-BOC protecting group was removed by acidolysis using gaseous
hydrochloride acid [25]. This procedure resulted in the production
of a stock solution of the reactive form of DNSAOA in pure water

−4 −1 ◦
(CDNSAOA = 6.8×10 mol L ). This solution was stored at T =−12 C
until used as trapping solution.

2.1.4. Kinetic rate of derivatization
To avoid contamination, all glassware was carefully cleaned by

various soaking and rinsing according to the procedure suggested
by François et al. [16]. In addition, prior to its use all materials
were rinsed with acetonitrile (HPLC grade) and dried under a flow
of pure nitrogen. To carry out the derivatization tests, 60 �L of
the stock solutions of the carbonyl compounds under study were
added to 110 �L of the acidified solution of DIH or to 110 �L of
the diluted solution of DNSAOA leading to a DIH and DNSAOA
concentrations of 1.3×10−3 mol L−1 and 4.4×10−4 mol L−1, respec-
tively. The mixtures were stirred at room temperature prior to
LC analysis. Under the experimental conditions employed, the
molar ratios [reagent]/[R2CO] were about 30 for DIH and 10 for
DNSAOA.

The rate constant of the reactions of derivatization under study
is described according to the following equation:

� = −d[A]
dt
= kD[A][reagent] = k

′
D[A] (1)
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where [reagent] and [A] were, respectively, the concentrations of
the derivatization reagent and carbonyl compound under study in
the derivatization solution (mol L−1), and where k

′
D was the appar-

ent rate constant (min−1). Assuming that the derivatization reagent
was in large excess, the pseudo first-order conditions were applied
and the rate constant (kD) were calculated according to the follow-
ing equation:

kD =
k
′
D

[reagent]
= Ln([A0]/[At])

t

1
[reagent]

(2)

where [A0] and [At] were, respectively, the initial and final concen-
tration of the carbonyl compounds under study in the derivatization
solution.

2.1.5. Analytical procedure
The derivatized carbonyl compounds were analyzed using liquid

chromatography equipped with a Kronton Instruments (Bio-TEK)
System 525 pump, a Rheodyne 7725i injecting valve (Coati, CA, USA)
equipped with a 20-�L sample loop, a Varian Star 9075 fluorescent
detector equipped with a pulsed xenon lamp and a 8-�L flow cell.
Excitation and emission wavelengths were set at 426 and 526 nm
for the DIH derivatives and at 330 and 530 nm for the DNSAOA
derivatives. Separation was performed on an Alltima (Alltech) C18
column (particles size 5 �m; column dimension 150 mm×4.6 mm)
and the liquid flow rate of 1 mL min−1. An isocratic mixture of
acetonitrile and water (48/52) was used in the analysis of the
solutions of DNSAOA derivatives while a binary gradient (ace-
tonitrile/water) was used in the solution of DIH derivatives. This
gradient was the following: the mixture (76% acetonitrile/24%
water) was held for 18 min, then, the linear gradient increased to
reach 100% acetonitrile over 12 min (2% min−1) and finally, the sys-
tem was held constant for 8 min. Chromatograms were acquired on
a Waters-Millipore Model 745B integrator and on a Jasco-Borwin
data-processing system.

2.2. Modelization of the trapping efficiencies of mist chamber for
gaseous carbonyl compounds using a mathematical algorithm

The collection efficiencies of atmospheric carbonyl com-
pounds using the various derivatization reagents (2,4-DNPH,
DIH and DNSAOA) were studied using the theoretical data-
processing model developed by François et al. for the mist
chamber sampling technique [16]. Briefly, the trapping efficiency

versus time (TEMCtheo(t)) was calculated using the following
equation:

TEMCTheo(t) = RTV [CMCdissolved(t)+ CMCderivate(t)]
PCdgast

(3)

where V, T and R were, respectively, the volume of the trapping
solution in the mist chamber (L), the trapping temperature (K) and
the ideal gas law constant (R = 0.0826 L atm K−1 mol−1), where PC,
t and dgas were, respectively, the concentration of the sampled gas
(atm), the sampling time (minutes) and the flow rate of the sampled
gas phase (L min−1) and finally where CMCderivate and CMCdissolved
were the concentrations (mol L−1) of the compound under study
dissolved in the trapping solution which had, respectively, reacted
and not yet reacted with the derivative agent. They were calculated
as follows:

CMCdissolved(t) = KSdPCdgas

XV [dgas + dRTKS]

[
1− exp−Xt

]
(4)

where Ks was the solubility of the compound under study
(mol L−1 atm−1) and d was both the spraying flow rate (from the
reservoir to the reaction chamber) and the deposition flow rate
76 (2008) 824–831

Table 1
Physical characteristics of the mist chamber device used in the data-processing
model simulating trapping efficiencies of gaseous carbonyl compounds

Description Values under used

V Volume of the trapping solution 2.5×10−2 L
T Trapping temperature 279 K or 298 K
PC Concentration of the sampled gas 10−9 atm (1 ppbv)
t Sampling time 0–300 min
dgas Flow rate of the sampled gas 2 L min−1

d Both the spraying flow rate and the deposition
flow rate of the mist droplets

2.5×10−3 L min−1

(from the reaction chamber to the reservoir) of the mist droplets
formed (L min−1). On the other hand,

CMCderivate(t) = KSdPCdgas

XV [dgas + dRTKS]

× [XkDCreat + kDCrea exp−Xt − kDCrea] (5)

In Eqs. (4) and (5), X can be expressed as follow:

X = VkDCrea + d− KSd2RT

dgas + dRTKS
(6)

where kD was the rate constant for the derivatization reaction
(L mol−1 min−1) and Crea the concentration of the derivatiza-
tion reagent under used for the trapping solution (mol L−1).
Tables 1 and 2 resume all the physical characteristics and the con-
stant values used for each simulation.

3. Results and discussion

3.1. Determination of the rate constant of the derivatization
reagents

Derivatization experiments were carried out to determine the
derivatization rate constant (kD) of carbonyl compounds (formalde-
hyde and acetone) with DIH and DNSAOA. Assuming a pseudo
first-order kinetic, a linear correlation was obtained for ln([A0]/[At])
versus t according to the following equation:

ln
(

[A0]
[At]

)
= k

′
D ∗ t + ε (7)
where the slope represented the apparent rate constant (k
′
D). The

experimental results were as follows:

(1) Formaldehyde–DIH in water ([DIH] = 1.3×10−3 M, T = 298 K):
k
′
D = 0.61 min−1 (r2 = 0.944).

(2) Acetone–DIH in water ([DIH] = 1.3×10−3 M, T = 298 K): k
′
D =

0.064 min−1 (r2 = 0.985).
(3) Acetone–DNSAOA in water ([DNSAOA] = 4.4×10−4 M,

T = 298 K): k
′
D = 2.60× 10−3 min−1 (r2 = 0.980).

The resulting derivatization reaction rate constant (kD) were
thus calculated according Eq. (2). The resulting rate con-
stant of DIH and DNSAOA with carbonyl compounds and
those collected in literature for 2,4-DNPH are summarized in
Table 2.

Whatever the reagent, we observe first that the rate constant of
acetone were lower than those of formaldehyde. This observation
was consistent with the structure–reactivity theory. Indeed, due to
the more electrophilic nature of the carbon in the aldehyde group in
comparison to the carbon associated to the ketone group, one can
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Table 2
Recapitulative of the derivatization rate constant (kD) observed from literaturea, from experimental data and from Arrhenius calculationsb

Temperature Solvent Reagent Carbonyl compounds KSmin −KSmax [29,30]
(KSmean)
(mol L−1 atm−1)

kD (L mol−1 min−1) Time for 99% of conversion
(Crea, mol L−1)

Experimental observations
298 K Water 2,4-DNPH Formaldehyde 3×103–7×103 (5×103) 390a 118 min (10−4 mol L−1)

17 min (6.8×10−4 mol L−1)
Acetone 22–35 (29) <1a >24 h (2.36×10−3 mol L−1)

DNSAOA Formaldehyde 3×103–7×103 (5×103) 2636a 159 min (11×10−6 mol L−1)

–17.0

.0 (–)

–35 (2

×103

8.8–13
×103

8.8–13

×104

.8–101
×104

.8–101

r the

ordin

n); kD
Acetaldehyde 9.9

Propionaldehyde 13

Acetone 22

Acetonitrile 2,4-DNPH Formaldehyde >3
Acetone 82

DIH Formaldehyde >3
Acetone 82

Calculation from thermodynamicb

279 Kb Water 2,4-DNPH Formaldehyde 1.4
Acetone 63

DNSAOA Formaldehyde 1.4

Acetone 63

Ks: solubility of the compound under study (mol L−1 atm−1); kD: rate constant fo
reagent under used for the trapping solution (mol L−1).

a kD calculated from apparent rate constant (k
′
D) found in literature [14,17,25] acc

b KS calculated using Van’t Hoff equation (Eq. (7), Cf. temperature influence sectio

expect that the nucleophilic derivatization reaction occurs faster
on aldehydes.

The derivatization reaction rate constant (kD) of DIH were 469
and 36 L mol−1 min−1, respectively, for formaldehyde and acetone.
Using a concentration of DIH of 2×10−3 mol L−1 (corresponding
to the upper limit of solubility of the reagent in acetonitrile) the
reactions were completed (conversion rate of 99%), respectively,
in 5 and 64 min for formaldehyde and acetone. Because we cannot
experimentally dissolve the reagent in water (even at very low pH),
no kinetic study was obtained.

For DNSAOA in water, Houdier et al. [25] reported apparent
rate constant making it possible to calculate derivatization reac-
tion rate constants (kD) according to Eq. (2) (Cf. derivatization
procedure section). The calculated value were, respectively, 2 636,

3 273 and 2 636 L mol−1 min−1 for formaldehyde, acetaldehyde
and propionaldehyde. The experiments were carried out on ace-
tone in the present work to complete the data set reported by
Houdier et al. The rate constant calculated from these exper-
iments was 6 L mol−1 min−1. The various measured coefficients
from literature are grouped in Table 2. Surprisingly, formalde-
hyde reacts slower than acetaldehyde in spite of its higher
electrophilicity. It was reported to be attributed to a solvent
effect because aldehydes seem to react with water to form
diols (R–CHO + H2O⇔R–HC(OH)2). Since the solubility of gaseous
formaldehyde is high (KSwater > 103 mol L−1 atm−1), in aqueous
solutions, formaldehyde exists predominantly in its gem-diol form,
CH2(OH)2. On the contrary, aldehydes and diols exist in compara-
ble concentrations in aqueous solutions for C2 and larger aldehydes
[31]. Assuming a concentration of DNSAOA of 6.8×10−4 mol L−1,
a quantitative reaction (corresponding to 99% of conversion) was
obtained in 2.5, 2, 2.5 and 1 146 min for formaldehyde, acetalde-
hyde, propionaldehyde and acetone, respectively. However, the
reactive form of DNSAOA is only the ionic form of the reagent
(R–NH3

+). Unfortunately, this ion precipitates in acetonitrile, thus
no kinetic data were available for this solvent.
2.5 min (6.8×10−4 mol L−1)
(13) 3273a 128 min (11×10−6 mol L−1)

2 min (6.8×10−4 mol L−1)
2636a 159 min (11×10−6 mol L−1)

2.5 min (6.8×10−4 mol L−1)
9) 6 1146 min (6.8×10−4 mol L−1)

78 min (10−2 mol L−1)
–7×103 (>5×103) >390a <6 min (2.36×10−3 mol L−1)
65.6 [30] (1×103) 65a 30 min (2.36×10−3 mol L−1)

–7×103 (>5×103) 469 5 min (2×10−3 mol L−1)
65.6 [30] (1×103) 36 64 min (2×10−3 mol L−1)

–3.3×104 (2×104) 103 8 h (10−4 mol L−1)
.4 (83) <0.4 >24 h (2.36×10−3 mol L−1)
–3.3×104 (2×104) 694 10 h (11×10−6 mol L−1)

10 min (6.8×10−4 mol L−1)
.4 (83) 2 >24 h (6.8×10−4 mol L−1)

230 min (10−2 mol L−1)

derivatization reaction (L mol−1 min−1); Crea: concentration of the derivatization

g to Eq. (2) (Cf. derivatization procedure section).

calculated using Arrhénius’ law.

3.1.1. Comparison with 2,4-DNPH
The literature 2,4-DNPH kinetic data were compared to those

experimentally measured for the two fluorescent reagents.
(a) Levart and Veber studied the derivatization reaction between

2,4-DNPH (CDNPH = 2.36×10−3 mol L−1, pH 2) and numerous car-
bonyl compounds in different binary solution (acetonitrile/water)
[17]. They showed that the conversion rates depend mainly on the
water content of the trapping solution. Thus, in a mixture acetoni-
trile/water (95/5), the rate constant of the less reactive compound
(assimilated to acetone) was 65 L mol−1 min−1 while Levart and
Veber indicated that no quantitative reaction was obtained in an
aqueous solutions of 2,4-DNPH within 24 h [17]. Based on this
information, the upper limit of the rate constant of acetone with
2,4-DNPH was estimated to be <1 L mol−1 min−1. Assuming a 2,4-

DNPH concentration of 2.36×10−3 mol L−1, the reaction of acetone
goes to completion in about 30 min and more than 24 h for a mix-
ture 95%acetonitrile/5%water and in aqueous solution, respectively.
The rate constant measured in the trapping solution 95/5 is quite
similar compared to that previously measured for DIH.

(b) On the other hand, Lee and Zhou [14] reported kinetic data
for the reactions between 2,4-DNPH and formaldehyde making it
possible to calculate the derivatization reaction rate constant (kD)
according to Eq. (2) (kD = 390 L mol−1 min−1). Assuming a 2,4-DNPH
concentration of 6.8×10−4 mol L−1, this rate constant corresponds
to a complete reaction time of about 27 min. This rate constant is 1
order of magnitude lower than that obtained, in the same trapping
solution (pure water), with DNSAOA. This underlines the higher
efficiency of the aminooxy functional group in comparison to the
standard hydrazine function (2,4-DNPH).

3.1.2. Temperature influence
The temperature influence on rate constant was studied for a

hydroxylamine derivatization reagent chemically close to DNSAOA
with acetone by Houdier et al. [24]. The results showed an increase
of the rate coefficients (6 and 15 L mol−1 min−1 at T = 285 and 298 K,
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Fig. 2. Comparison of the trapping efficiencies of gaseous formaldehyde (a) and acet

respectively) and are consistent with the Arrhenius thermody-
namic theory which forecasts that the coefficient rates increase
by a factor ranging between 1.5 and 5 for each increase of 10
degrees. Unfortunately, if an increase of the temperature of the
trapping solution improves the kinetic of the derivatization reac-
tions, it decreases the solubility of the carbonyl compounds (KS)
and consequently their trapping efficiencies. As a result, a compro-
mise has to be found between these two opposite phenomena in
order to optimize the sampling procedure (see next section). To
carry out this work, and because of the lack of kinetic data at low
temperature, the derivatization rate constants of the carbonyl com-

pounds under study with the three derivatization reagents were
calculated at T = 279 K assuming that all the reactions had a similar
behaviour towards temperature than that measured experimen-
tally by Houdier et al. [24]. This calculation mode is supported by
the fact that all the reactions under study consist in nucleophilic
addition catalyzed by acid involving analogous thermodynamic
parameters. The results were summarized in Table 2.

3.2. Simulation of the trapping efficiencies

The trapping of formaldehyde and acetone were simulated for
different experimental trapping conditions (solvent, sampling tem-
perature, and reagent type among others). Because of the restrictive
solubility of the reagents, comparisons of the outputs of the model
between DNSAOA versus 2,4-DNPH were carried out only in water
whereas those between DIH versus 2,4-DNPH were carried out only
in acetonitrile. In fact, 2,4-DNPH is soluble and reacts in both water
and acetonitrile. Various values of KS were reported in literature
[29,30] for the carbonyl compounds under study. Because of the
low difference between the reported KS value, no significant dif-
ference were observed in the trapping efficiencies (TEMC) using the

Fig. 3. Influence of different parameters on the trapping efficiencies of gaseous aceto
concentration of the reagent, and (b) influence of the temperature of the trapping.
76 (2008) 824–831

) from aqueous solutions at T = 298 K by derivatization with 2,4-DNPH and DNSAOA.

data-processing model. As a result, we used the mean value. Table 2
resumes all the KS values reported in literature and used in the data-
processing model simulating the trapping efficiencies of gaseous
carbonyl compounds.

3.2.1. Trapping efficiencies in aqueous trapping solution using
DNSAOA and 2,4-DNPH

Assuming a trapping temperature of T = 298 K and concen-
trations of reagent of 10−4 mol L−1 and 6.8×10−4 mol L−1 for
2,4-DNPH and DNSAOA, respectively, the model showed trapping
efficiencies of gaseous formaldehyde higher than 95% whatever the

reagent used (Fig. 2(a)). Moreover, the trapping efficiencies of this
highly soluble molecule were quasi independent of the sampling
time because the reaction of derivatization occurred before satu-
ration of the trapping solution by the formaldehyde which had not
yet reacted [16].

Under similar experimental conditions employed
(CDNSAOA = 6.8×10−4 mol L−1, CDNPH = 2.36×10−3 mol L−1,
T = 298 K, trapping solution = pure water) the results obtained
with acetone were significantly different than those of formalde-
hyde (Fig. 2(b)). The trapping efficiencies were quite similar for
the two reagents. During the first minutes of the experiment,
they were about 45% because of the low solubility of gaseous
acetone (Cf. Table 2). Moreover, the trapping efficiency decreased
with the sampling time to reach about 10% in about 120 min until
5% in 300 min. This behaviour was the result of the progressive
saturation of the trapping solution by the compound under study
as the sampling time increase. This saturation was delayed by the
phenomenon of derivatization of the trapped compounds but,
because of the low derivatization reaction rate this saturation
could not be avoided. For 2,4-DNPH experiments, the simulated
trapping efficiencies were the maximum trapping efficiencies

ne from aqueous solution by derivatization with DNSAOA: (a) influence of the
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for acetone, as the derivative rate constants input data was the
upper limit of the rate constant of acetone with 2,4-DNPH (see
Section 3.1). This maximum trapping efficiency was a little bit
lower than that obtained for acetone with DNSAOA. Thus, the low
rate constant of both DNSAOA and 2,4-DNPH did not allow to use
these reagents to trap carbonyl compounds such as acetone in an
aqueous trapping solution.

To improve the trapping efficiency it was necessary to increase
the derivatization reaction rate by increasing the concentration of
derivatization reagent and/or by increasing temperature. The influ-
ence of these two parameters was studied using DNSAOA as reagent
and by comparing the behaviour of acetone in two experimental
conditions (T = 298 or 279 K and CDNSAOA = 6.8×10−4 mol L−1 and
10−2 mol L−1). The results were reported in Fig. 3. The increase of the
concentration of DNSAOA does not change the trapping efficiency
during the first minute of sampling because this value depended
only on the solubility of acetone and not on the derivatization
reaction. Then, the trapping efficiency increased from about 5% to
29% for the higher concentration of DNSAOA. This behaviour was
due to the mechanical effect of an increase of the concentration of
the reagent which increased the apparent rate constant and thus
limited the saturation of the trapping solution. Consequently, in
a general manner, to maximise the trapping efficiency we could
increase the concentration of reagent up to saturation of the trap-
ping solution. Nevertheless, according to this work for DNSAOA
(see next section), an increase of the concentration of reagent could
induce an initial contamination of the trapping solution.

The increase of temperature had two antagonist effects:
(a) According to the following Van’t Hoff equation:

KS279 K = KS298 K exp
(−�Hsol

R

(
1

T279 K
− 1

T298 K

))
(8)

where KS279 K and KS298 K, respectively, are the solubility equi-
librium coefficient at T = 279 and 298 K (mol L−1 atm−1), R
is the ideal gas law constant (R = 0.0826 L atm K−1 mol−1) and
�Hsol is the enthalpy of solubilization which is negative
for numerous compounds (�Hsol(formaldehyde) =−5.67×104 J mol−1

and �Hsol(acetone) =−3.87×104 J mol−1), i.e. a temperature increase
induces a decrease in the solubility of the carbonyl compound
which subsequently decreased the trapping efficiency.

(b) An increase in temperature increased the kinetic rate of
derivatization which avoided or at least limit the saturation of the
trapping solution and thus increased the trapping efficiency.

The results summarized in Fig. 3 showed that the increased

in solubility was the dominant effect because a higher trapping
efficiency was obtained at lower temperature. However, these
optimizations were not sufficient to trap efficiently low-soluble
gaseous compounds such as acetone.

3.2.2. Trapping efficiencies in organic trapping solution
(acetonitrile) using DIH and 2,4-DNPH

From the kinetic study of Levart and Veber [17] and this
work’s experimental data, we simulated the trapping efficiencies
of both the less-soluble and less-reactive gaseous carbonyl com-
pounds under study (i.e. acetone) at T = 298 K in trapping solutions
of 2,4-DNPH and DIH in acetonitrile. To facilitate the compari-
son between the two reagents, they were used at concentrations
in the same order of magnitude (CDNPH = 2.36×10−3 mol L−1 and
CDIH = 2×10−3 mol L−1). The use of an organic solvent instead of
water made it possible to increase both the solubility and the
rate constant (Table 2). The combination of these two properties
improved significantly the trapping efficiency of acetone using 2,4-
DNPH which were about 98% (against 45% in water) during the first
minutes of the sampling and which stabilized at 96% (against 5% in
water) (Fig. 4). Equivalent results were obtained with an acetonitrile
Fig. 4. Comparison of the trapping efficiencies of gaseous acetone from organic
solution by derivatization with 2,4-DNPH and DIH (T = 298 K).

trapping solution of DIH (Fig. 4). More in detail, the trapping effi-
ciencies were identical during the first minute of sampling because
they depended mainly on the solubility of the compound in ace-
tonitrile. On the other hand, the level of stabilization depended on
the apparent rate constant of the reaction of derivatization. As a
result, the kinetics of 2,4-DNPH and DIH with acetone were quite
similar, the trapping efficiencies were stabilized for approximately
the same values. In spite of these results which showed equiva-
lent performance of the two reagents, the 2,4-DNPH was the more
convenient because its trapping efficiency could be improved by
increasing its concentration while we have already reach the limit
of solubility of the DIH (2×10−3 mol L−1). Thus, the trapping effi-
ciencies corresponded to the maximum values for DIH.

3.3. Detection limits and applications

The trapping efficiency is an important parameter to evaluate
the performance of a derivatization reagent. Nevertheless, other
parameters such as the sensitivity of the detection mode associated
to the reagent and the background level influence the detec-
tion limits (LOD) and thus, have to be estimated to compare the
derivatization reagent. Table 3 summaries the LOD of the deriva-
tized carbonyl compounds with the three reagents under study.

Detection limits were defined as three time the relative standard
deviation (3�) of the analytical blanks. Sample were measured
in water, acetonitrile and in a water/acetonitrile (50/50) mixture
for, respectively, DNSAOA, DIH and 2,4-DNPH. The lower LOD was
observed with DNSAOA (two to three times lower depending both
on the carbonyl compound and the derivatization reagent under
study). Nevertheless, because of the contamination of DNSAOA
stock solution induced by its synthesis procedure, the LOD with
this reagent was very sensitive to its concentration (Table 3).
To study more in detail the performances of the reagents, the
model previously described was used to calculate the concentra-
tion, time-dependent, of the compounds under study sampled in
the various trapping solution. This concentration corresponded
to the sum of the fraction of carbonyl compound in the trap
which had already reacted (CMCderivate) and the fraction which had
not yet reacted (CMCdissolved). This work was carried out assum-
ing a gaseous concentration of carbonyl compound of 1 ppbv and
a sampling temperature of 298 K. In a general manner, the plot
which presents the concentration of trapped carbonyl compound
(CMCderivate + CMCdissolved) versus time is constituted of two parts cor-
responding to two different phenomena (Fig. 5). The first part of
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Table 3
Detection limits of various carbonyl compounds derivatives

Detection mode Reagent Solvent Crea

UV–vis 2,4-DNPH Water/acetonitrile (50/50) 2×10−

Fluo DNSAOA Water 11×10−

6.8×10

DIH Acetonitrile 2×10−

Detection limits are defined as three time the relative standard deviation (3�) of th

the curve is linear and the slope depends on the kinetics of dis-
solution of the carbonyl compound under study. In the model, the
kinetics of dissolution were not considered and it was assumed
that the equilibriums were reached instantaneously. As a result
the value of the slope (corresponding to line 1) depends both on
the gaseous phase concentrations of carbonyl compounds and the
flow rate of the sampled gas. As can be seen in Fig. 5, the plot
follows a straight line (dashed line—line 1) up to reach the sat-
uration of the trapping solution. After the saturation, the plot still
follows a straight line (full line—line 2) but a lower slope is observed

because the trapping phenomenon is limited by the derivatization
kinetic.

In this work, both the gaseous concentration of carbonyl com-
pound and the flow rate of the sampled gas were set at 1 ppbv
and 2 L min−1, respectively. As a result, the slope of the first part
of the curve (line 1) will be the same for all carbonyl compounds.
On the second part of the curve, the value of the slope (line 2) will be
controlled by the reactivity of the carbonyl compound under study.

3.3.1. Comparison between DNSAOA and 2,4-DNPH in water
For the trapping experiments of formaldehyde in water using

both 2,4-DNPH and DNSAOA as derivatization reagent, the con-
centration of trapped carbonyl compound (CMCderivate + CMCdissolved)
was linearly time-dependent at least up to 300 min. The obtained
equations for the three trapping solutions were as follows:

(1) aqueous solution of 2,4-DNPH (10−4 mol L−1):
(CMCderivate + CMCdissolved) = 9.4×10−10 + 3×10−9 t,

(2) aqueous solution of DNSAOA (6.8×10−4 mol L−1)
(CMCderivate + CMCdissolved) = 6.5×10−13 + 3×10−9 t,

Fig. 5. Concentration of acetone trapped in water versus time (experimental con-
ditions: T = 298 K; CDNSAOA = 6.8×10−4 M).
76 (2008) 824–831

Carbonyl compound Detection limits (mol L−1) References

−1 Formaldehyde 3.20×10−8 [16]
Acetone 2.90×10−8

−1 Formaldehyde 1.59×10−8 [25]
Acetone 9.30×10−9

l L−1 Formaldehyde 9.85×10−7 This work
Acetone 5.75×10−8

−1 Formaldehyde 3.33×10−8 [23]
Acetone 1.72×10−8

ytical blanks.

(3) aqueous solution of DNSAOA (11×10−6 mol L−1)
(CMCderivate + CMCdissolved) = 1.5×10−9 + 3×10−9 t.

The linear regressions described above were used to compare
the concentration of formaldehyde in the various trapping solu-
tions to its LOD. For the analysis of formaldehyde, a sampling
time of about 10 and 290 min was required, respectively, to reach
the LOD (Table 3) assuming, respectively, a reagent concentration
of 10−4 mol L−1 for 2,4-DNPH and 6.8×10−4 mol L−1 for DNSAOA.
Thus, under these experimental conditions and in spite of the
higher apparent rate constant of DNSAOA, 2,4-DNPH was a better
reagent to carry out integrative sampling. The lower efficiency of
DNSAOA was mainly due to the high detection limit of formalde-
hyde with this reagent induced by the high background level (see
Table 3). To decrease this background level it was possible to
decrease the concentration of DNSAOA as showed. Under these
new trapping conditions (CDNSAOA = 11×10−6 mol L−1), the appar-
ent kinetic rate of derivatization decreased but remained sufficient
for an efficient trapping of formaldehyde because the apparent rate
constant of DNSAOA was equal to that of 2,4-DNPH at 10−4 mol L−1.
On the other hand, the background level was drastically decreased.
As a result, the detection limit was of 1.59×10−8 mol L−1 and the
sampling time to reach it was less than 5 min. If the performances
of this two derivatization reagents seem equivalent, we note that
the use of DNSAOA is associated with a detection by fluorescence
which is a more specific detector than the UV–vis associated to 2,4-
DNPH. As a result, DNSAOA is a more convenient molecule to study
complex matrix.

As discussed previously, both the rate constant and the sol-
ubility of gaseous acetone were lower than those of gaseous

formaldehyde. As a result, the concentration of trapped ace-
tone (CMCderivate + CMCdissolved) in water using both 2,4-DNPH and
DNSAOA was not linearly time-dependent during the entire sam-
pling time (300 min) (Fig. 5). Saturation of the trapping solution
appears rapidly (corresponding to the decrease of the slope). On
the other hand, the detection limits of acetone derivatized with
both 2,4-DNPH and DNSAOA were in the same order of magni-
tude than those of formaldehyde. As result, the sampling time
required to reach the detection limits were much higher than those
of formaldehyde assuming equivalent sampling conditions (con-
centration of reagent, temperature among others). To reduce these
sampling times (and thus to extend the linear time dependence of
the curve—part 1) it was possible to increase the reagent concen-
trations. Nevertheless, this was insufficient for 2,4-DNPH because
of its very low rate constant and inefficient for DNSAOA because of
the increase of the background level. As a result, these two reagents
were unsuitable to carry out an integrative trapping of low-soluble
and low-reactive gaseous carbonyl compounds such as acetone. On
the other hand, the two reagents could be used to trap soluble and
reactive gaseous carbonyl compounds such as formaldehyde with
an equivalent efficiency providing that DNSAOA was used at low
concentration.
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3.3.2. Comparison between DIH and 2,4-DNPH in organic solvent
For the trapping experiments of acetone in acetonitrile using

both 2,4-DNPH and DIH as derivatization reagent, the concentra-
tion of trapped carbonyl compound (CMCderivate + CMCdissolved) was
linearly time-dependent at least up to 300 min. The obtained equa-
tions for the three trapping solutions were as follows:

(1) acetonitrile solution of 2,4-DNPH (2.36×10−3 mol L−1):
(CMCderivate + CMCdissolved) = 3.4×10−10 + 3×10−9 t,

(2) aqueous solution of DIH (2×10−3 mol L−1)
(CMCderivate + CMCdissolved) = 1.3×10−9 + 3×10−9 t.

The linear regressions described above were used to com-
pare the concentration acetone in the various trapping solutions
to its LOD. For the analysis of trapping solution of 2,4-DNPH
(2.36×10−3 mol L−1) and DIH (2×10−3 mol L−1) dissolved in ace-
tonitrile, 10 and 5 min sampling times were required to reach the
LOD (Table 3). The slight advantage of DIH was the result of the
lower detection limit of acetone after derivatization by DIH. It was
due to the fluorescence detection mode which was more sensitive
and more specific than UV–vis detector used for the analysis of
2,4-dinitrophenylhydrazone (2,4-DNPHone).

4. Conclusion

For the trapping and the analysis of gaseous carbonyl com-
pounds in an aqueous matrix, DNSAOA is a good alternative to

the classical 2,4-DNPH reagent mainly because of the detection of
the reaction products by fluorescence which is more sensitive and
specific than the UV–vis detector associated to 2,4-DNPH. Never-
theless, this reagent has to be used at low concentration (about
10−5 mol L−1) because it induces a background proportional to its
concentration. As a result, the kinetic rates of derivatization are
low. Thus, this molecule may be recommended for the non integra-
tive trapping procedure because the reactions of derivatization can
occur after sampling. For the integrative trapping procedure such
as the mist chamber used in this work, DNSAOA must be hold to the
more reactive carbonyl compounds such as formaldehyde in order
that the reactions of derivatization occur during sampling.

The use of an organic solvent such as acetonitrile instead
of water improves the trapping efficiency because it improves
the solubility of the gaseous carbonyls compounds. With this
matrix, derivatization reactions with DNSAOA cannot occur and this
reagent must be discarded. According to the trapping efficiency and
the detection limit, DIH shows quasi equivalent performances than
2,4-DNPH. The main advantage of DIH results from the derivative
products by fluorescence which is more specific than the UV–vis
detector used with 2,4-DNPH. Thus, the use of DIH is more precisely
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recommended for the analysis of gaseous carbonyl compounds dis-
solved in complexes matrix. Nevertheless, because of the stability
of DIH in the trapping solution (acidified acetonitrile), the analysis
has to be carried out rapidly (about 1 h) after the sampling step.
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1. Introduction

Interest in the determination of N-nitroso compounds in dif-
ferent matrices was stimulated after the discovery in 1956 that
N-nitrosodimethylamine (NDMA) produced liver tumors in rats.
From about 300 nitrosamines subjected to carcinogenicity tests,
85% of them have been classified as carcinogens for animals. In
addition to their presence in cigarette smoke, nitrosamines can
originate from the production of pesticides and in several indus-
tries (i.e. rubber, metal, cosmetic, tanneries). However, the most
important source of nitrosamines for water treatment companies
is their formation during disinfection of drinking water [1].

∗ Corresponding author. Tel.: +34 93 4006174; fax: +34 93 2045904.
E-mail address: jcgeco@iiqab.csic.es (J. Caixach).
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olid-phase extraction (SPE) and isotope dilution gas chromatography/high
(GC/HRMS) has been developed for the analysis of nine nitrosamines
ation of automated SPE and GC/HRMS for the analysis of nitrosamines
sly. The method shows as advantages the selectivity and sensitivity of

h efficiency of automated SPE with coconut charcoal EPA 521 cartridges.
DLs) were achieved, along with a greater facility of the procedure and less

ith regard to the methods based on manual SPE. Quality requirements for
were accomplished for most analysed nitrosamines, regarding to trueness
15%) and MDLs (0.08–1.7 ng/L).
samples from a drinking water treatment plant {DWTP}, 2 chlorinated

ent plant {STP} effluent, and 1 chlorinated sample from a reservoir) were
osamines in the STP effluent were 309.4 and 730.2 ng/L, being higher when
applied. N-Nitrosodimethylamine (NDMA) and N-nitrosodiethylamine

nds identified in the STP effluent, and NDEA was detected above 200 ng/L,
ffluents stated in Ontario (Canada). Lower concentrations of nitrosamines
.3 ng/L) and in the DWTP samples (n.d.−28.6 ng/L). NDMA and NDEA were
oir and in treated and highly chlorinated DWTP samples at concentrations

blished in different countries). The highest concentrations of nitrosamines
nd ozonation processes (ozonated, treated and highly chlorinated water)

© 2008 Elsevier B.V. All rights reserved.

Occurrence of nitrosamines in source water, wastewater and fin-
ished drinking water is an emerging issue of environmental and
public health significance because many nitrosamines are proba-
ble human carcinogens [2,3]. NDMA has been detected in drinking
water and wastewater after chlorination and chloramination [4].
Dimethylamine and nitrogen compounds (e.g., natural ammonia
or nitrogen-containing coagulants used in water treatment) have
been identified as precursors of NDMA in drinking water [5,6]. In
1989, NDMA was first detected as a disinfection byproduct in the
Province of Ontario (Canada), and in 1999 this compound was found
in drinking waters and wastewaters throughout California (USA)
[4].

Recommendations about the presence of NDMA and other
volatile nitrosamines in drinking water have been recently
adopted in different countries [1]. The California Department
of Health Services (CDHS) has established a notification level
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of 10 ng/L for NDMA, N-nitrosodiethylamine (NDEA) and N-
nitrosodipropylamine (NDPA), and response levels based on a 10−4

cancer risk (at which CDHS recommends removing the source from
service) of 200, 100 and 500 ng/L for NDMA, NDEA and NDPA,
respectively. A provisional guide value of 12 ng/L was proposed for
NDMA in the Netherlands in 2004 and a guide value of 10 ng/L for
NDMA and N-nitrosomorpholine (NMOR) in drinking water was
recommended in Germany. Ontario issued in 2003 an interim max-
imum acceptable concentration for NDMA of 9 ng/L [7]. Recently,
the U.S. Environmental Protection Agency (EPA) has added several
nitrosamines to the list of non-regulated pollutants [8].

Concerning wastewater, in the early 1990s a regulatory level
of 200 ng/L in effluents was established for NDMA by the Ontario
Ministry of Environment and Energy [9].

Volatile nitrosamines [NDMA, NDEA, NMOR, NDPA, N-
nitrosopyrrolidine (NPYR), N-nitrosopiperidine (NPIP) and N-
nitrosodibutylamine (NDBA)] have been detected in wastewater
[1,10]. NDMA and NMOR in surface water [1,11] and NDMA, NDEA,
NMOR, NPYR, NPIP and N-nitrosodiphenylamine (NDPHA) in drink-
ing water [4,12].

Concentration levels of nitrosamines detected were as high as
2.5 mg/L of NDMA and 0.17 mg/L of NDEA in Russian industrial
effluents in 1979 [13]. NDMA and NDEA concentrations were 9.040
and 0.132 �g/L, respectively, in German wastewaters in 1980 [14].
More recently, NDMA and the sum of other nitrosamine levels
ranged from 160 to 834 ng/L and 4.2–8.0 ng/L, respectively, in chlo-
rinated wastewater effluents from the USA [4] and NDMA and
NMOR levels of 8–400 and 56–1390 ng/L were respectively found in
wastewater effluents in USA [1]. Concerning surface waters, NDMA
was detected at concentration levels of 500–2000 ng/L in German
river water samples collected 50 m after purification plant efflu-
ent inflows and no nitrosamines were found at longer distances
downstream the rivers [11,14]. Much lower levels of nitrosamines
(11–29 ng/L of NDMA and 92–114 ng/L of NMOR) were detected in
screenings of German and French rivers [1]. Nitrosamine concen-
trations detected in different countries ranged from <10 to 90 ng/L
in drinking water, [1]. However, higher concentrations (180 ng/L of
NDMA, 70.5 ng/L of NPYR and 117.8 ng/L of NPIP) were found in dis-
tribution drinking water samples collected at increasing distances
from the DWTP [4,12].

To date, nitrosamines have been analysed in water samples by
gas chromatography with different detection systems, such as a
thermal energy analyzer (GC/TEA) [15], nitrogen chemilumines-
cence detection (NCD), nitrogen–phosphorus detection (NPD) [16],

and mass spectrometry. The low molecular weight of nitrosamines
makes them susceptible to chemical interferences when anal-
ysed by gas chromatography–low resolution mass spectrometry
(GC/LRMS) with electron ionization (EI) [16,17]. The lack of selectiv-
ity and sensitivity of GC/LRMS in the EI mode can be compensated
by using chemical ionization (CI) either with GC/LRMS [4] or
gas chromatography–tandem mass spectrometry (GC/MS/MS) [18],
and GC/HRMS [9,19]. Liquid chromatography–tandem mass spec-
trometry (LC/MS/MS) has also been applied to the analysis of
nitrosamines in water samples [12], but the sensitivity obtained for
most nitrosamines was lower than the one reported by GC/MS/MS
or GC/HRMS. Isotopically labeled nitrosamines such as NDMA-d6
and NDPA-d14 have been used as internal standards [12,18,19].

Concerning the extraction of nitrosamines from water samples,
liquid–liquid extraction (LLE) [20], solid-phase extraction (SPE)
with carbonaceous adsorbents such as Ambersorb 572 [9,19,20]
and coconut charcoal [18], and solid-phase microextraction (SPME)
[16,17] have been used. In spite of the highly variable and low
recoveries obtained for NDMA when using LLE and SPE with
Ambersorb 572, relative low detection limits were obtained with
GC/LRMS analysis (2–5 ng/L) [20]. On the contrary, the methods
6 (2008) 906–913 907

based in SPME and GC/LRMS analysis showed a limited sensitivity
for nitrosamines, with detection limits of 30–138 ng/L [16].

In 2004, the EPA created a method to measure nitrosamines (EPA
Method 521) based on SPE with coconut charcoal cartridges EPA
521 and GC/MS/MS, using large volume injection, an ion trap mass
spectrometer and chemical ionization with methanol or acetoni-
trile [18]. On the other hand, the method from the Ontario Ministry
of the Environment is based on SPE with Ambersorb 572 and
GC/HRMS analysis [19]. Both methods achieve low detection lim-
its for nitrosamines in water samples (0.26–0.66 and 0.4–0.8 ng/L,
respectively).

From all the references found related to methods based on SPE
for the analysis of nitrosamines, only one of them used an automatic
system for SPE [21].

In this paper, two SPE methods using Ambersorb 572 (man-
ual SPE) and coconut charcoal cartridges EPA 521 with automated
SPE, as well as different conditions for GC/HRMS analysis of 9
nitrosamines [NDMA, N-nitrosomethylethylamine (NMEA), NDEA,
NPYR, NDPA, NMOR, NPIP, NDBA and NDPHA] were evaluated.
The method developed is based on isotope dilution with labelled
nitrosamines (d6-NDMA and d14-NDPA) used as internal standards.
Instrumental and method quality parameters were estimated, and
water samples from a DWTP and chlorinated samples from an STP
effluent and a reservoir were analysed. The results obtained were
compared to the concentration levels of 10 ng/L (guide value for
nitrosamines in drinking water established in different countries)
[1], and 200 ng/L (regulatory level for NDMA in effluents stated in
Ontario) [9].

2. Experimental

2.1. Chemicals and materials

All reagents were of gas chromatographic (GC) grade.
Methanol was purchased from Merck (Darmstadt, Germany) and
dichloromethane was obtained from Fluka (Buchs, Switzerland).
Sodium thiosulphate was purchased from Merck. High-purity
water produced with a Milli-Q Synergy UV system (Millipore, Bed-
ford, MA, USA) was used. Mineral water, contained in glass bottles,
was obtained from Font Vella (Sant Hilari Sacalm, Spain). Pre-
packed SPE coconut charcoal EPA 521 cartridges (6 mL) from Restek
(Bellefonte, PA, USA) and SPE cartridges Isolute Na2SO4 (2.5 g) from
International Sorbent Technology (IST, Mid Glamorgan, UK) were

used. The sorbent Ambersorb 572 (Rohm and Haas, Philadelphia,
PA, USA) was conditioned at 300 ◦C during 3 h before use.

A standard solution containing 2000 ng/�L of the 9 native
nitrosamines mentioned in Section 1 (Table 1) in methanol was
purchased from Supelco (Bellefonte, PA, USA). Two deuterated stan-
dard solutions containing 1000 ng/�L of NDMA-d6 and NDPA-d14
in deuterated dichloromethane (CD2Cl2) were obtained from Cam-
bridge Isotope Laboratories (Andover, MA, USA). Toluene-d8 was
acquired from Dr. Ehrenstorfer (Augsburg, Germany).

The following standard solutions were prepared using
dichloromethane as diluting solvent: (a) NDMA-d6 and NDPA-d14
at 10 ng/�L as internal standards, (b) the 9 native nitrosamines
mentioned above at 10 ng/�L and (c) toluene-d8 at 1 ng/�L as a
recovery standard.

2.2. Sample collection

Sixteen water samples related to the different steps of a DWTP
which treatment consists on prechlorination, floculation, sand fil-
tration, dilution with groundwater (wells), ozonation, granular
activated carbon (GAC) filtration and treated water after a final
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Table 1
Acquisition data for GC/HRMS analysis of 9 native, 2 labeled nitrosamines and tolue

Compound Molecular weight Retention time (m

NDMA-d6 80 9.76
NDMAc 74 9.88
Toluene-d8 100 11.02
NMEAc 88 13.66
NDEAd 102 16.66
NDPA-d14 144 23.15
NPYRd 100 23.28
NDPAd 130 23.43
NMORd 116 23.47
NPIPd 114 24.98
NDBAd 158 29.91
NDPHAd 198 40.39

One or two ions were selected for each compound and three acquisition windows (9
ion related to NDMA (m/z 74.048) and 50 ms for the other ions monitored.

a Analytes with 2 selected ions were quantified using the sum of 2 ion responses
b One lock mass peak was monitored for each acquisition window.
c Quantified using NDMA-d6 as internal standard.
d Quantified using NDPA-d14 as internal standard.

postchlorination (1–1.2 mg/L of free chlorine residual), as well as
highly chlorinated treated water samples (5 mg/L of free chlorine
residual) were collected in November and December 2006 (n = 8×2
samples). Sampling was carried out sequentially according to the
time needed for each step of the water treatment. Two samples
from an STP effluent were collected in June 2006 and chlorinated
to 6 and 18 mg/L of free chlorine, respectively. Finally, a sample from
a reservoir which supplies water to another DWTP was collected in
November 2006 and chlorinated to 5 mg/L of free chlorine. All sam-
ples were collected in 1 L amber glass bottles, dechlorinated 24 h
after collection with 100 mg of sodium thiosulphate, stored at 4 ◦C
and extracted by SPE within 7 days [22].

2.3. Extraction methods

Two methods based on SPE techniques were used for the extrac-
tion of nitrosamines from water samples.

2.3.1. Method 1
Based on a manual SPE with the sorbent Ambersorb 572

[9,19,20]. Two milliliters of methanol spiked with 50 �L of the inter-
nal standard solution and 300 mg of Ambersorb 572 were added

to 1 L of sample contained in an amber glass bottle. The sample
was stirred with a magnet at 50 rpm during 1 h and then it was fil-
tered through a filter paper to collect the Ambersorb 572. The bottle
was rinsed with high-purity water and the suspension was filtered
to ensure a complete transfer of the Ambersorb 572 to the filter.
The filter paper with the Ambersorb 572 was allowed to air dry for
60 min. The dried Ambersorb 572 was transferred to an amber vial,
and 950 �L of dichloromethane along with 50 �L of the recovery
standard solution (toluene-d8 at 1 ng/�L) were added.

2.3.2. Method 2
Based on an automated SPE procedure using coconut charcoal

EPA 521 cartridges [18]. Two milliliters of methanol spiked with
25 �L of the internal standard solution were added to 500 mL of
sample. The sample was homogenised by sonication and extracted
using the automated SPE system Power-Prep/SPE (Fluid Manage-
ment Systems, Waltham, MA, USA). Twenty milliliters each of
dichloromethane, methanol and Milli-Q water were passed through
an SPE coconut charcoal EPA 521 cartridge (Section 2.1) at a flow rate
of 10 mL/min. Next the sample was passed through the cartridge at a
flow rate of 10 mL/min, and the sorbent was dried under vacuum for
(recovery standard) by using SIM mode

m/z of analytesa m/z of perfluorokerosene
reference peaks (lock mass)b

80.086 99.994
74.048
98.099
88.064
102.079
126.190, 144.199 111.994
100.064
113.108, 130.111
116.059
114.079
141.139, 158.142 154.992
168.081, 169.089

in, 20.1–27.5 min, 27.6–45 min) were used. Dwell time was 100 ms for the selected

10 min. Elution was performed with 2× 6 mL of dichloromethane
and the eluate was passed through an SPE cartridge Isolute Na2SO4.
The extract was concentrated to a volume of 500 �L on a TurboVap
II evaporator (Zymark, Hopkinton, MA, USA), using a water bath
near room temperature (20–25 ◦C) and a gentle stream of nitrogen,
and transferred to an amber glass vial. Finally, 25 �L of the recovery
standard solution were added.

2.4. Analysis by GC/HRMS

Analyses were carried out on an AutoSpec Ultima (Micromass,
Manchester, UK) double-focusing magnetic mass spectrometer
coupled to a GC8000 (Thermo-Finnigan, Manchester, UK) gas chro-
matograph.

Chromatographic separation was achieved using a Rtx-5Sil MS
(30 m, 0.25 mm i.d., 1 �m film) from Restek (Bellefonte, PA, USA)
fused-silica capillary column along with a Siltek deactivated split-
less liner 3 mm i.d. from Restek. A TRB-5A (60 m, 0.25 mm i.d.,
0.5 �m film) from Teknokroma (Sant Cugat, Spain) fused silica cap-
illary column was also evaluated using a splitless liner 3 mm i.d.
from SGE (Ringwood, Australia). Helium was used as carrier gas at
a constant head pressure of 80 kPa. Oven temperature was from
◦ ◦
35 C (held for 5 min) to 250 C (maintained for 10 min) at a rate of

5 ◦C/min. Injector and interface temperatures were 200 and 280 ◦C,
respectively. Injection mode was splitless for 1 min and injection
volume was 1 �L.

Mass spectrometry was performed at mass resolving powers of
6000 and 10,000 (5% peak height). The electron ionization mode
(EI+) at 35 eV of ionization energy was used. Ion source temperature
was 200 ◦C. Acquisition was carried out in the SIM mode, in three
acquisition windows (cycle time between 450 and 520 ms). Table 1
summarizes all acquisition data.

The nitrosamine NDPHA is thermally unstable [12] and the chro-
matographic peak identified is in fact diphenylamine, which is
produced in the injection liner by decomposition of NDPHA. There-
fore, the m/z values listed in the last row of Table 1 (m/z 168.081
and m/z 169.089) are related to diphenylamine.

2.5. Identification and quantitation

One perfluorokerosene reference peak (lock mass) was mon-
itored for each acquisition window (see Table 1). For positive
identification of nitrosamines, the lock mass intensity must be con-
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Table 2
Instrumental detection limits (IDLs) of nitrosamines analysed by GC/HRMS in pg injected

Nitrosamine Column Rtx-5Sil MS Column TRB-5A

Resolving power = 6000 Resolving power = 10,000 Resolving power = 6000

NDMA 0.43 0.91 1.55
NMEA 0.55 0.55 1.00
NDEA 0.07 0.05 0.07
NPYR 0.10 0.05 0.20
NPIP 0.07 0.07 0.06
NMOR 1.38 1.30 1.25
NDPA 0.06 0.01 0.06
NDBA 0.15 0.03 0.10
NDPHA 0.05 0.03 0.20

Fig. 1. Peak shape of nitrosamines analysed by GC/HRMS at resolving power of 6000 (500 pg/�L of each compound). (A) Column TRB-5A (60 m, 0.25 mm i.d., 0.5 �m film).
(B) Column Rtx-5Sil MS (30 m, 0.25 mm i.d., 1 �m film).
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nitrosamines were similar using both methods. According to the
higher recoveries of NDMA and NMOR, method 2 was selected for
the analysis of nitrosamines in real water samples, since NDMA is
the most commonly regulated nitrosamine, and NDMA and NMOR
have been usually detected in industrial and urban effluents from
different countries [1].

Average recoveries were above 70% for 8 of the 9 analysed
nitrosamines when using the extraction method 2, and for 7 of
them the recovery exceeded 80%. Only NDPHA showed a low aver-
age recovery (22.5%), probably due to its irreversible adsorption on
the coconut charcoal EPA 521 cartridge. This fact could be explained
by the large size of the hydrophobic part of the NDPHA molecule
(phenyl groups), which causes the high hydrophobicity (Kow) and
adsorption coefficient (Koc) and the low water solubility of NDPHA
910 C. Planas et al. / Ta

stant in all acquisition windows [19]. Identification of nitrosamines
was carried out using the software MassLynx V4.0 (Micromass,
Manchester, UK), according to their retention time and the area
ratio for the compounds with two selected ions (NDPA, NDBA and
NDPHA in Table 1). Tolerances of 0.5% and 20% with regard to
the calibration solution were allowed for relative retention times
(related to the respective internal standard) and area ratios, respec-
tively [23].

Nitrosamines were quantified using the average response fac-
tors related to their respective internal standard (see Table 1), which
were calculated daily. For this purpose 5 calibration solutions con-
taining the 9 analytes (nitrosamines) at concentrations from 1 to
500 pg/�L, the two internal standards (NDMA-d6 and NDPA-d14) at
500 pg/�L and the recovery standard (toluene-d8) at 50 pg/�L were
analysed daily by GC/HRMS.

3. Results and discussion

3.1. Optimisation of GC/HRMS analysis

Standard solutions of native and labelled nitrosamines in
dichloromethane (Table 1) containing individual concentrations
of 500, 100, 10 and 1 pg/�L were analysed by GC/HRMS
using the different chromatographic and spectrometric condi-
tions previously described. Two columns (TRB-5A and Rtx-5Sil
MS), and mass resolving powers of 6000 and 10,000 (5%
peak heigh) were evaluated. The column TRB-5A is a typical
5% diphenyl 95% dimethyl polysiloxane and the 5SilMS is a
5% phenyl type with the phenyl rings in the polymer back-
bone.

The peak shape of nitrosamines analysed by GC/HRMS at
a resolving power of 6000 (500 pg/�L of each compound)
was improved when the analysis was performed with the col-
umn Rtx-5Sil MS (Fig. 1B) with regard to the column TRB-5A
(Fig. 1A).

Instrumental limits of detection (IDLs) of nitrosamines were
calculated by injecting 1 pg of each compound (10 pg for NMOR)
and using a signal-to-noise ratio of 3. IDLs were determined with
both columns TRB-5A (resolving power of 6000), and Rtx-5Sil MS
(resolving powers of 6000 and 10,000) and results are displayed in
Table 2.

Ranges of IDLs for the different nitrosamines were 0.05–1.38 and
0.06–1.55 pg injected with the columns Rtx-5Sil MS and TRB-5A,

respectively (resolving power of 6000). Lower IDLs were achieved
with the column Rtx-5Sil MS for most nitrosamines, especially for
NDMA (0.43 pg versus 1.55 pg injected when using the column TRB-
5A). This fact, as well as the better peak shapes (low peak width and
tailing) obtained with the column Rtx-5Sil MS, could be mainly
explained by the high thermal stability and low bleeding of this
column, due to the structure of the stationary phase with the phenyl
rings into the polymer backbone [24].

On the other hand, equal or slightly lower IDLs were obtained
for most nitrosamines when the GC/HRMS analysis was carried out
at a resolving power of 10,000 with regard to a resolving power of
6000, except for NDMA.

According to the results obtained for the different GC/HRMS con-
ditions, the column Rtx-5Sil MS and a resolving power of 6000 were
selected for the analysis of nitrosamines in water samples. The bet-
ter peak shapes and low tailing related to this column and the lower
IDL of NDMA at 6000 of resolving power (0.43 pg injected) were
the reasons. A better sensitivity for NDMA was preferred to the
lower IDLs obtained for other nitrosamines at 10,000 of resolving
power, since NDMA is the most commonly regulated nitrosamine
in different countries [1].
6 (2008) 906–913

Table 3
Recoveries of nitrosamines (3 replicates) in mineral water (500 ng/L) using the
extraction methods 1 and 2

Compound Recoveries (%)

Method 1 (manual SPE
with Ambersorb 572)

Method 2 (automated SPE
with EPA 521 cartridges)

NDMA 43 ± 13 88 ± 6
NMEA 74 ± 9 91 ± 7
NDEA 95 ± 9 88 ± 7
NPYR 84 ± 12 93 ± 9
NDPA 90 ± 9 87 ± 10
NMOR 75 ± 16 90 ± 6
NPIP 94 ± 6 91 ± 11
NDBA 99 ± 1 73 ± 6
NDPHA 34 ± 8 23 ± 14

3.2. SPE extraction methods

Five hundred milliliters of mineral water spiked with native
nitrosamines at 500 ng/L were extracted by triplicate using the
methods 1 (manual SPE with Ambersorb 572) and 2 (automated
SPE with EPA 521 cartridges) described in Section 2.3. The extracts
were analysed by GC/HRMS using the conditions selected in Section
3.1 (column Rtx-5Sil MS and resolving power of 6000). Recoveries of
nitrosamines were calculated using their average response factors
related to the recovery standard (toluene-d8).

The results obtained are shown in Table 3. Comparing both,
method 2 showed average recoveries for NDMA, NMEA and NMOR
much higher than method 1. On the other hand, method 1 recov-
ered NDBA better whereas the recoveries obtained for the other
compared to the other nitrosamines (Table 4) [17,25].
In addition to the high efficiency of the SPE with EPA 521 car-

tridges, method 2 has the advantage of the automatization, which
increases the facility of the procedure and makes it less dependent
on the operator when compared to the manual SPE with Ambersorb
572 (method 1).

Table 4
Hydrophobicity (Kow), adsorption coefficient (Koc) and water solubility (mg/L) of
nitrosamines

Compound Kow [17] Koc [25] Water solubility (mg/L) [17]

NDMA 0.27 12 1,000,000
NMEA 1.10 4–73 300,000
NDEA 3.02 43 106,000
NPYR 0.65 n.a. 1,000,000
NDPA 2.29 n.a. 13,000
NMOR 0.36 n.a. 861, 527.5
NPIP 22.9 n.a. 76,480
NDBA 427 n.a. 1,270
NDPHA 1349 1202 35

n.a.: not available.
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x-5Sil

IQLa

2.8
2.5
0.18
0.26
0.20

12.8
0.17
1.4
0.28
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Table 5
Instrumental quality parameters of nitrosamines analysed by GC/HRMS (column Rt

Compound Linear range (pg) Calibration data r

NDMA 1–500 y = 0.0012x + 0.0011 1.000
NMEA 1–500 y = 0.0011x−0.001 1.000
NDEA 1–500 y = 0.0024x + 0.0102 1.000
NPYR 1–500 y = 0.0016x−0.0013 1.000
NDPA 1–500 y = 0.0019x−0.0017 0.999
NMOR 1–500 y = 0.001x−0.001 0.999
NPIP 1–500 y = 0.0028x−0.0014 1.000
NDBA 1–500 y = 0.0007x + 0.002 1.000
NDPHA 1–500 y = 0.0217x + 0.0997 1.000

a IQLs: instrumental quantitation limits.

3.3. Quality parameters

Instrumental quality parameters calculated for nitrosamines
using the conditions specified in the experimental section are
shown in Table 5. Linearity was examined over the range
1–500 pg injected (7 data points), which is related to an individual
nitrosamine concentration of 1.1–525 ng/L when using the extrac-
tion method 2. All analysed nitrosamines showed linear responses
in the whole range (r≥0.999). Relative standard deviation (R.S.D.)
values for run-to-run (5 replicate analysis in the same day) were
evaluated at the levels of 10 and 500 pg of each compound injected,
and R.S.D. values for day-to-day (5 replicate analysis in 5 differ-

ent days) were calculated at the level of 500 pg. Run-to-run was
below 5% for all nitrosamines at the level of 500 pg injected, and
it was above 5% for NDMA (10.7%), NMOR (7.3%) and NDBA (6.4%)
when injecting 10 pg of each compound. Day-to-day was above 10%
only for NDPHA (18.8%), probably due to the thermal unstability of
this compound (Zhao et al., 2006). Instrumental quantitation lim-
its (IQLs), calculated by injecting 10 pg of each compound (50 pg for
NMOR) and using a signal to noise ratio (S/N) of 10, varied from 0.17
(NPIP) to 12.8 pg (NMOR).

Method quality parameters calculated using the extraction
method 2 are summarized in Table 6. Trueness and precision were
evaluated by analysing three mineral water samples spiked at the
concentration levels of 10 and 500 ng/L, values in the neighborhood
of the expected nitrosamine concentrations in WTP and STP efflu-
ent samples, respectively. Trueness was in range 80–120% for 8 of
the 9 analysed nitrosamines. Only NDPHA showed much lower val-
ues for trueness (29.0% and 19.6% at the levels of 500 and 10 ng/L,
respectively), due to the low extraction recovery of this com-
pound. Method precision was below 15% for most nitrosamines, and
only NMEA showed a value slightly higher at the level of 10 ng/L
(16.2%). Method detection limits (MDLs), calculated by analysing

Table 6
Method quality parameters of nitrosamines calculated using the extraction method 2 (au

Compound Spiked mineral water (3 replicates) (nitrosamine conc. = 500 ng/L) S

Trueness (%)a Method precision (%)b T

NDMA 97.7 0.4 1
NMEA 100.6 1.8
NDEA 95.2 5.3
NPYR 102.1 3.3 1
NDPA 94.0 1.1
NMOR 98.9 3.4 1
NPIP 94.0 1.1 1
NDBA 81.5 0.7 1
NDPHA 29.0 1.4

a Trueness, calculated as the average of three calculated concentrations divided by the
b Method precision, calculated as the relative standard deviation (R.S.D.) of three calcu
c MDL: method detection limit, calculated as the concentration of analyte which produ
6 (2008) 906–913 911

MS and resolving power of 6000)

(pg) R.S.D. (%) run-to-run (n = 5) R.S.D. (%) day-to-day (n = 5)

500 pg injected 10 pg injected 500 pg injected

1.8 10.7 5.7
3.0 3.3 3.1
3.2 2.2 8.2
1.3 2.6 7.2
1.7 1.9 2.3
2.2 7.3 2.4
2.3 1.7 2.5
1.9 6.4 7.9
3.0 4.3 18.8

the spiked sample at the level of 10 ng/L and using a signal-to-noise
ratio of 3, varied from 0.1 ng/L (NDEA, NPIP and NDBA) to 1.7 ng/L
(NMOR).

Most quality requirements for methods based on isotope dilu-
tion (high sensitivity, trueness and precision) were accomplished
regarding to the studied parameters [26].

3.4. Analysis of real water samples

Water samples were analysed by isotope dilution-GC/HRMS at
a resolving power of 6000. The SPE was carried out using the
method 2 [18]. Additionally, three blanks consisting of 500 mL of

mineral water were also analysed along with the real water sam-
ples.

The results obtained are shown in Tables 7 and 8. As expected,
nitrosamine concentrations were much higher in the chlorinated
STP effluents (309.4–730.2 ng/L) than in the DWTP and reservoir
samples (n.d.−28.6 ng/L). This fact could be likely explained by the
high content in nitrosamine precursors such as secondary amines
and nitrogen compounds such as ammonia, nitrite and nitrate [5,6]
of the STP effluent. The highest concentrations of nitrosamines
were detected in the STP effluent sample containing a higher
dose of free chlorine (18 mg/L) with regard to the sample with
a lower dose (6 mg/L), as it was expected due to the action of
chlorine as oxidizing agent (see Table 7). NDEA (161.1–501.9 ng/L),
NDMA (70.8–123.1 ng/L) and NMOR (41.1–44.1 ng/L) were the
main nitrosamines found in the STP effluents. NDEA concen-
tration (501.9 ng/L) in the sample containing 18 mg/L of free
chlorine exceed the regulatory level of 200 ng/L in effluents stated
for NDMA by the Ontario Ministry of Environment and Energy
[9].

The sum of nitrosamine concentrations in the reservoir chlo-
rinated water sample (20.3 ng/L) is shown in Table 7 and was

tomated SPE with EPA 521 cartridges)

piked mineral water (3 replicates) (nitrosamine conc. = 10 ng/L) MDL (ng/L)c

rueness (%)a Method precision (%)b

07.9 11.3 0.8
96.8 16.2 0.6
80.8 9.7 0.1
02.0 8.5 0.2
97.0 2.7 0.2
13.7 14.3 1.7
15.5 11.8 0.1
16.1 3.6 0.1
19.6 1.7 0.2

true concentration.
lated concentrations.
ces a signal equal to three times the standard deviation of noise.
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Table 7
Results related to nitrosamine concentrations (ng/L) in chlorinated water samples f

Compound STP effluent 6 mg/L of free chlorine

NDMA 70.8
NMEA n.d.
NDEA 161.1
NPYR 8.2
NDPA 3.1
NMOR 41.1
NPIP 4.0
NDBA 21.1
NDPHA n.d.

Sum nitrosamines 309.4

n.d.: not detected. Concentration < MDL (method detection limit).
similar to the concentration levels of the ozonated, treated and
highly chlorinated DWTP samples collected in November 2006
(20.9–28.6 ng/L) displayed in Table 8. The NDMA concentration was
higher in the reservoir sample (13.4 ng/L) than in DWTP samples
(n.d.−11.5 ng/L). These results show that chlorination of water from
the reservoir has the capability to produce nitrosamines, includ-
ing NDMA, at concentrations above the guide values of 9–12 ng/L
[1,7].

Concerning DWTP samples (Table 8), higher concentrations of
nitrosamines were detected in the samples collected in November
with regard to the samples from December. These results seem to be
in agreement with the characteristics of raw water from the DWTP
shown in the footnote of Table 8, as higher nitrosamine concentra-
tions detected in November could be related to the higher chlorine
dioxide dose used and organic matter content (Total organic carbon
{TOC}, UV adsorption and permanganate oxidability) found in that
month.

Nitrosamines were detected at low concentrations or even
not detected in the DWTP inputs and DWTP wells from the two
series of DWTP samples analysed. Nitrosamine concentrations

Table 8
Results related to nitrosamine concentrations (ng/L) in water samples from a DWTP colle

Compound Raw water Prechlorinated
water

Sand filtered
water

Groundw
wells

(A)
NDMA n.d. n.d. 3.0 1.1
NMEA n.d. n.d. n.d. n.d.
NDEA n.d. n.d. n.d. n.d.
NPYR n.d. n.d. n.d. n.d.
NDPA n.d. n.d. n.d. n.d.
NMOR 2.8 n.d. 7.9 n.d.
NPIP n.d. n.d. n.d. n.d.
NDBA n.d. n.d. n.d. n.d.
NDPHA n.d. n.d. n.d. n.d.

Sum nitrosamines 2.8 n.d. 10.9 1.1

(B)
NDMA n.d. 2.6 11.0 n.d.
NMEA n.d. n.d. n.d. n.d.
NDEA n.d. n.d. n.d. n.d.
NPYR n.d. n.d. 0.6 n.d.
NDPA n.d. n.d. n.d. n.d.
NMOR 7.9 n.d. 6.1 n.d.
NPIP n.d. n.d. n.d. n.d.
NDBA n.d. n.d. n.d. n.d.
NDPHA n.d. n.d. n.d. n.d.

Sum nitrosamines 7.9 2.6 17.7 n.d.

n.d.: not detected. Concentration < MDL (method detection limit). Average raw water
Abs/100 cm; permanganate oxidability, 3.63/3.35 mg O2/L; conductivity, 1687/1486 �S/c
2.3/1.5 mg ClO2/L; ammonia, 0.23/0.46 mg NH3/L; nitrite, 0.35/0.24 mg NO2/L.
6 (2008) 906–913

STP effluent and a reservoir which supplies water to a DWTP

P effluent 18 mg/L of free chlorine Reservoir 5 mg/L of free chlorine

3.1 13.4
. n.d.

1.9 4.1
0.2

3 n.d.
.1 n.d.

0.2
.2 2.4
. n.d.

0.2 20.3
increased after chlorination and ozonation processes (maximum
concentrations were detected in the ozonated water (28.6 ng/L),
treated water (27.7 ng/L) and highly chlorinated water (20.9 ng/L)
samples collected in November, and it decreased after GAC fil-
tration (16 ng/L were found in the GAC filtered water sample
from November). These facts could be respectively explained
by the reaction of chlorine and ozone as oxidizing agents with
nitrosamine precursors, and the partial adsorption of nitrosamines
onto the GAC filter. Nitrosamines were detected at very low
concentrations or even not found in prechlorinated waters, prob-
ably due to the short time of action of chlorine (prechlorinated
water samples were collected only 7 min and 8 min after DWTP
inputs).

Few differences related to nitrosamine concentrations were
observed between treated (containing 1–1.2 ppm of free chlorine)
and highly chlorinated (5 ppm of free chlorine) water samples
from the DWTP. NDMA and NDEA concentrations were slightly
higher in the highly chlorinated water, NMOR was only detected
in the treated water sample, and NPYR was found at very low
concentrations in both samples collected in November. However,

cted in November (A) and December 2006 (B)

ater Ozonated
water

GAC filtered
water

Treated
water

Highly chlorinated
water

10.1 4.5 5.5 6.5
n.d. n.d. n.d. n.d.
n.d. n.d. 12.9 13.3
5.4 n.d. 1.4 1.1
2.6 n.d. n.d. n.d.
9.2 11.5 7.9 n.d.
1.3 n.d. n.d. n.d.
n.d. n.d. n.d. n.d.
n.d. n.d. n.d. n.d.

28.6 16.0 27.7 20.9

11.5 n.d. n.d. 7.3
n.d. n.d. n.d. n.d.
n.d. n.d. n.d. n.d.
n.d. n.d. n.d. n.d.
n.d. n.d. n.d. n.d.
n.d. n.d. n.d. n.d.
n.d. n.d. n.d. n.d.
n.d. n.d. n.d. n.d.
n.d. n.d. n.d. n.d.

11.5 n.d. n.d. 7.3

parameters (November/December): TOC, 5/4.5 mg C/L; UV adsorption, 10.4/8.3
m; temperature, 14.5/8.7 ◦C; chlorine dose, 4.5/5 mgCl2/L; chlorine dioxide dose,
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NDMA was detected in the highly chlorinated water collected in
December (7.3 ng/L) but it was not found in the treated water
sample.

The most frequently detected nitrosamines in the DWTP sam-
ples were NDMA, NMOR, NPYR and NDEA. They were detected in
both treated and highly chlorinated water samples but only NDEA
was in two samples (treated and highly chlorinated water sam-
ples from November) above the guide value of 10 ng/L. The only
nitrosamine detected in the DWTP inputs was NMOR.

4. Conclusions

This study has developed a method based on isotope dilu-
tion GC/HRMS with previous automated SPE for the analysis of
nitrosamines in water samples. The combination of automated
SPE and GC/HRMS for the analysis of nitrosamines has not been
reported previously. The selectivity and sensibility of GC/HRMS
and the high efficiency of automated SPE with coconut char-
coal EPA 521 cartridges allow to achieve low MDLs, along with a
greater facility of the procedure and less dependance on the oper-
ator with regard to the methods based on manual SPE. Quality
requirements for isotope dilution-based methods (high sensitiv-
ity, accuracy and precision) were accomplished for most analysed
nitrosamines, regarding to trueness (80–120%), method precision
(<15%) and MDLs (0.08–1.7 ng/L).

Nineteen water samples (16 samples from a DWTP, 2 chlori-
nated samples from a STP effluent and one chlorinated sample
from a reservoir) were analysed. Low nitrosamine concentrations

were detected in the reservoir (20.3 ng/L) and the DWTP samples
(n.d. −28.6 ng/L) and much higher concentrations were found in
the STP effluent (309.4–730.2 ng/L), especially when a higher dose
of chlorine (18 mg/L) was applied.

The highest nitrosamine concentrations in DWTP samples were
detected after chlorination and ozonation processes (ozonated,
treated and highly chlorinated water), especially in the samples
collected in November with regard to the samples from December
2006. This fact could be explained by the reaction of ozone and chlo-
rine with nitrosamine precursors as oxidizing agents. The higher
nitrosamine levels detected in November could be likely related to
the characteristics of raw water that month (higher chlorine diox-
ide dose and organic matter content compared to the values from
December).

NDEA concentration in the STP sample containing 18 mg/L of
free chlorine (501.9 ng/L) was above the regulatory level of 200 ng/L
in effluents established for NDMA in Ontario (Canada). Moreover,
NDMA in the reservoir sample and NDEA in treated and highly chlo-
rinated DWTP samples were found at concentrations above 10 ng/L
(guide value for nitrosamines in drinking water established in dif-
ferent countries).
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1. Introduction

Prostate specific antigen (PSA), a 32–33-kDa single-chain glyco-
protein, has been extensively studied in the past decades and has
shown to be the most reliable tumor marker for the early detec-
tion of prostate cancer at organ-confined stage and the monitoring
of disease recurrence after treatment [1–3]. Trace levels of PSA
are naturally found in the serum, however, prostate cancer tumor
growth usually leads to the release of high concentrations of PSA
into the circulatory system. A PSA measurement above a cut-off
value of 4 ng/mL was first regarded as positive and might indi-
cate the need for a biopsy [4]. Hence, developing rapid, simple and
sensitive immunoassay methods for measuring serum PSA concen-
tration has great clinical significance in the diagnosis of prostate
cancer.

Currently, most PSA testing takes place at dedicated, central-
ized laboratories on large, automated high-throughput systems.
Therefore, there is a need for a suitable and cost-effective analyt-
ical technology to carry out a rapid, simple, and sensitive analysis
of PSA. Some methods, such as enzyme-linked immunosorbent

∗ Corresponding author. Tel.: +86 731 8821916; fax: ++86 731 8821916.
E-mail address: xiachu@hnu.cn (X. Chu).

0039-9140/$ – see front matter © 2008 Elsevier B.V. All rights reserved.
doi:10.1016/j.talanta.2008.04.026
osensor using functionalized silica nanoparticles (Si NPs) as protein tracer
ction of prostate specific antigen (PSA) in human serum. The immunosen-
a heterogeneous sandwich procedure. The PSA capture antibody was
de via glutaraldehyde crosslink. After reaction with the antigen in human
tection antibody and alkaline phosphatase (ALP) was sandwiched to form

ld electrode. ALP carried by Si NPs convert nonelectroactive substrate into
r, in turn, reduce metal ions to form electroactive metallic product on the
metry (LSV) was used to quantify the amount of the deposited silver and
. The parameters including the concentration of the ALP used to functional-

atalytic reaction time have been studied in detail and optimized. Under the
reaction and electrochemical detection, the electrochemical immunosen-
determination of PSA in the range of 1–35 ng/mL with a detection limit of
samples, the results performed with the electrochemical immunosensor

hose obtained by chemiluminescent microparticle immunoassay (CMIA),
ical immunosensor could satisfy the need of practical sample detection.

© 2008 Elsevier B.V. All rights reserved.

assays (ELISA) [5], fluorescence immunoassay [6], chemilumines-
cent assay [7], and time-resolved immunofluorometric assay [8,9],
have been developed for PSA detection. However, most methods,

unfortunately, either are hazardous to the health, time-consuming
and labor-intensive, or require highly personnel and sophisticated
instrumentation. Electrochemical immunoassays or immunosen-
sors have gained considerable attention in protein detection over
the past several decades due to their high sensitivity, rapid anal-
ysis time, and relative inexpensive and low reagent consumption.
Electrochemical detection systems are easily miniaturized without
reducing analytical performance compared to methods mentioned
above. These advantages made electrochemical detection powerful
in rapid, high-throughput and small volume screening [10].

In recent years, the detection system based on metal
deposition has gained considerable attention in the detection
of antigen–antibody binding or DNA complementary binding
because it possessed the advantages of high sensitivity, simplic-
ity and easy implementation in biomedical application. Some
researches have been reported in our group based on the metal
deposition–detection system. Yu and co-workers developed an
electrochemical immunoassay technique based on the sensitive
detection of the enzyme-generated product with a bielectrode
signal transduction system [11] and an electrochemical amplifi-
cation immunoassay using biocatalytic metal deposition coupled
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with anodic stripping voltammetric detection [12]. Shen and
co-workers developed an electrochemical stripping metalloim-
munoassay based on silver-enhanced gold nanoparticle label [13],
in which the immunoreaction was performed in the polystyrene
microwells and the electrochemical detection was carried out with
a glassy-carbon electrode. In the present work, the immunore-
action and the electrochemical detection were performed on
a sensing surface, which made the sensor to be easily minia-
turized without reducing analytical performance compared to
methods mentioned above. In addition, the use of the Si NPs
can further amplify the signal and improve the sensitivity of the
immunosensor.

The emergence of nanotechnology is opening a promising field
for highly sensitive electrochemical assays of biomarkers. Elec-
trochemical biosensors have shown great promise for diagnosis
of trace biomolecules by incorporation with nanoparticles. Cai
et al. used the strategy of catalytic precipitation of silver onto
electrode surface [14] or Cu@Au alloy nanoparticle as oligonu-
cleotides labels [15] to detect DNA complementary binding. Until
now, several kinds of nanoparticles have been used effectively in
bioanalysis for their unique properties, including gold nanoparti-
cle [16,17], carbon nanotube [18,19], liposome [20,21], etc. Among
them, Si NPs gain more attention because they are biocompati-
ble, easy to be functionalized with bioreagents and quite stable
in aqueous environment. Yuan and co-workers [8] used Si NPs
in time-resolved fluorescence bioassay for the detection of PSA.
Lee [22] prepared surface-enhanced Raman spectroscopic tagging
material (SERS dots) composed of metal-embedded silica spheres
and organic Raman labels for cellular cancer targeting in living
cells. Tan and co-workers [23] developed an ultrasensitive DNA
assay to detect gene products using bioconjugated dye-doped sil-
ica nanoparticles (Si NPs). However, there are few researches to
explore the application of the Si NPs in the field of electrochemical
immunoassay.

In this paper, we report the combination of alkaline phosphatase
(ALP) and antibody-cofunctionalized Si NPs and biocatalytic depo-
sition of silver for an amplified electrochemical immunoassay
of PSA in human serum. The principle of the electrochemical
immunosensor is depicted in Scheme 1. We synthesized the func-
tionalized Si NPs carried with ALP and detection antibody through
the 1-ethyl-3-(dimethylaminopropyl) carbodiimide hydrochloride
(EDC)/N-hydroxysuccinimide (NHS) crosslink. After the formation
of sandwich type immunocomplex of capture antibody, antigen
and functionlized silica NPs on the electrode surface, the ALP car-

ried on the Si NPs converted the ascorbic acid 2-phosphate (AA-P)
into ascorbic acid. The later reduced the Ag(I) ions in the solution,
leading to the deposition of silver onto the electrode surface. The
amount of deposited silver was then determined by linear sweep
voltammetry (LSV).

2. Experimental

2.1. Materials and reagents

A pair of mouse monoclonal antibodies used for the sandwich
immunoassay was purchased from T.J. Biotechnologies (Tianjin),
Ltd. (China). The mouse anti-human total PSA clone PSA140 was
used as the capture antibody, and the mouse anti-human total PSA
clone PSA103 was used as the detection antibody. Total PSA was
purchased from Beijing Institute of Materia Medica and Biological
Products (Beijing, China). Alkaline phosphatase (calf intestinal) was
obtained from Promega Corporation (USA). Bovine serum albumin
(BSA) was purchased from Beijing Dingguo Biotechnology Develop-
ment Center (China). AA-P was obtained from Express Technology
(2008) 785–790

Co. Ltd. (Japan). Cyclohexane, n-hexanol, Triton X-100 and ammo-
nium hydroxide (25–28 wt%) were obtained from National Reagent
Corporation (Shanghai, China). Tetraethyl orthosilicate (TEOS) was
purchased from Wulian Chemical Factory (Shanghai, China). 3-
Amino-propyltriethoxysilane (APTES) was obtained from Acros
(New Jersey, USA). The serum samples of cancer patients were
provided by Hunan Provincial Tumor Hospital (Changsha, China).
EDC, NHS, trisodium citrate, NaCl, KH2PO4, Na2HPO4, and KNO3
were all purchased from Amresco (Solon, OH). Ultrapure water
was obtained through a Nanopure Infinity Ultrapure water sys-
tem (Barnstead/Thermolyne Corp., Dubuque, IA) with an electrical
resistance larger than 18.3 M�.

2.2. Apparatus

All of the electrochemical experiments were performed with a
model CHI660C electrochemical workstation (Shanghai Chenhua
Instruments, Shanghai, China) connected to a personal computer.
The gold working electrodes (99.99%, 4 mm diameter), platinum
wire counter electrode, KCl saturated calomel reference electrode
(SCE) and the conventional three-electrode electrochemical cell
were all purchased from Shanghai Chenhua Equipments. All poten-
tials were referenced to the SCE reference electrode.

The size and morphology of Si NPs were measured by transmis-
sion electron microscopy (TEM, Hitachi 800, Japan). The samples
for TEM were prepared by placing a drop of Si NPs aqueous sus-
pension onto the carbon-coated copper grids and then air-dried at
room temperature. The TEM images were obtained at an operating
voltage of 200 kV.

2.3. Synthesis of ALP and antibody-cofunctionalized Si NPs

2.3.1. Preparation of Si NPs
The Si NPs were prepared using the microemulsion method. In

our experiment, the Si NPs were prepared as follows: 15 mL of Triton
X-100 and 15 mL of n-hexanol were added to 60 mL of cyclohex-
ane. After the mixture was stirred for about 15 min, 4.5 mL water
was added. A transparent and stable reverse microemulsion was
obtained after several minutes of stirring, and the stirring contin-
ued. After 15 min, 1 mL of NH4OH were added and the solution was
stirred for another 15 min. Subsequently, 2 mL of TEOS was added
to the microemulsion solution and the solution was stirred for 24 h
at room temperature. Then, the hydrophilic silica particles were
formed. After the reaction was completed, 10 mL of acetone was

added, then the nanoparticles were isolated by centrifugation and
washed with ethanol and water for several times to remove surfac-
tant. During each washing, the sonicator was used to completely
disperse the nanoparticles in ethanol. Surfactant molecules were
almost completely removed after the washing process.

2.3.2. Surface modification of Si NPs
An appropriate amount of nanoparticles (1 mg) was dispersed

in 2 mL of anhydrous ethanol, and then 0.03 mL of APTES was
added. The reaction was allowed to proceed for 1 h under stirring.
After centrifuging, the nanoparticles were washed with ethanol and
water. The amino-modified nanoparticles were dispersed in 1.5 mL
of DMF solution containing 0.15 g glutaric anhydride, and then the
mixture was left to stir for 4 h at room temperature. The excess
glutaric anhydride was removed by centrifugation and separation,
and the nanoparticles were washed with ethanol and water several
times. The Si NPs were finally redispersed in 1 mL of 0.1 mol/L PB
buffer containing 200 mM EDC, 50 mM NHS, 100 �g/mL PSA detec-
tion antibody and 400 U/mL ALP. After stirring for 8 h, an excessive
amount of BSA was added and incubated for 1 h. After centrifuga-
tion and washing with phosphate buffer and water, the ALP and
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Scheme 1. Schematic outline of the electrochemical immunosensor. (a) Immobiliza
solution; (c) association with the functionalized silica NPs, reduction of silver ion
sweep voltammetry was used for the electrochemical detection of metal silver depo

antibody-cofunctionalized Si NPs were dispersed in PB buffer con-
taining 3 mg/mL BSA and stored at 4 ◦C before use.

2.4. Preparation of antibody-modified gold electrode

The gold electrode was polished sequentially with 0.3 and
0.05 �m alumina slurry followed by ultrasonic cleaning in ethanol
and double distilled water. Subsequently, the gold electrode was
cleaned with piranha solution (H2SO4:H2O2 = 3:1, v/v) and rinsed
with water for three times, and then dried under nitrogen gas. The
cleaned electrode was immersed in the cysteamine aqueous solu-
tion (10 mM) for about 12 h to produce a self-assembled monolayer
(SAM). After the electrode was thoroughly rinsed with water to
remove adsorbed cysteamine, it was soaked in a glutaraldehyde

aqueous solution (2.5%, w/w) for 1 h at 37 ◦C. Then the electrode
was washed with water again. Following that, a 10-�L aliquot of
100 �g/mL capture antibody was dropped on the electrode and
incubated for 1 h at 37 ◦C. Then the electrode was washed inten-
sively with PB buffer and water. Finally the electrode was incubated
for 1 h with 0.3% BSA in 0.03 mM PB buffer to block the unreacted
aldehyde.

2.5. Sandwich immunoassay procedure

The capture antibody-modified electrodes were incubated with
a series of 10 �L samples containing either purified PSA antigen
or serum at various concentrations for 1 h at 37 ◦C. Then 10 �L
solutions containing functionalized Si NPs were dropped on the
electrode surface and incubated at 37 ◦C for 1 h. The resulting elec-
trode was washed with PB buffer and water two times, respectively.
Then, the electrodes were incubated with the freshly prepared
50 mM glycine buffer solution (pH 9.08) containing 1 mM AgNO3
and 1 mM AA-P at 37 ◦C for 35 min. After incubation, the electrode
was rinsed with ultrapure water.
f PSA capture antibody on the Au electrode; (b) capture of the analyte PSA in sample
corbic acid, and the deposition of metal silver on the electrode surface; (d) linear
on the electrode.

2.6. Electrochemical determination

Linear sweep voltammetric measurements were performed at
a potential range from 0 to 0.8 V (vs. SCE) with a 100 mV/s scan-
ning rate using the three-electrode system. A 0.6 M KNO3 solution
containing 0.1 M HNO3 was used as the supporting electrolyte for
electrochemical experiments. The experimental temperature was
controlled at room temperature.

3. Results and discussion

3.1. Characterization of Si NPs
The uniformity of silica NPs is important to the reproducibility
of the electrochemical immunosensors. The size and morphology
of these nanoparticles were investigated with transmission elec-
tron microscopy (TEM). As shown in Fig. 1, one observes that the
nanoparticles have an average size of 36 nm with a standard devi-
ation of 4 nm.

The electrochemical immunoassay was also employed to con-
firm whether the detection antibody and the ALP were all modified
successfully on the surface of the Si NPs. The silica NPs labeled
with detection antibody and ALP and the unlabeled silica NPs were
used to detect PSA with concentration of 35 ng/mL. The results were
shown in Fig. 2. It can be seen that no significant LSV readout was
obtained for unlabeled silica NPs, however, about 161 �A stripping
peak current was obtained for the silica NPs labeled with detection
antibody and ALP. The labeled silica NPs were also used to detect
phosphate buffer instead of target protein, and only a little peak cur-
rent in the LSV measurement was obtained, which may be caused
by the nonspecific adsorption of the labeled silica NPs on the elec-
trode surface. These results confirmed that the detection antibody
and the ALP were indeed modified successfully on the surface of
the Si NPs.
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Fig. 1. TEM of silica nanoparticles.

3.2. Optimization of the experimental conditions

3.2.1. Effect of the ALP concentration
The amount of biocatalytically deposited metal silver is depen-

dent on the amount of ALP attached on the electrode surface.
Apparently, the more the amount of ALP carried on per Si NP,
the higher is the sensitivity of the electrochemical immunosensor.
So, during the surface modification step, the concentration of PSA
detection antibody was fixed at 100 �g/mL and the concentration
of ALP was changed from 100 to 600 U/mL. The number of car-
boxyl on the Si nanoparticle surface is fixed when the amount of Si
nanoparticle is fixed, and the ALP and detection antibody in solution
compete to react with the limited carboxyl on the Si nanoparticle
surface. The effect of the ALP concentration used to functionalize
the Si NPs on the anodic stripping peak current was investigated

Fig. 2. LSV readouts of enzymatically deposited electrodes in 0.6 M KNO3/0.1 M
HNO3 solutions. Curves (a) and (b) were the results of the silica NPs labeled with
detection antibody and ALP for the detection of target protein PSA and phosphate
buffer, respectively. Curve (c) was the result of the unlabeled silica NPs for the
detection of target protein PSA. The concentration of PSA was 35 ng/mL. Scan rate:
100 mV/s.
Fig. 3. Effect of the ALP concentration used to functionalize the Si NPs on the anodic
stripping peak current.

and the results were shown in Fig. 3. As can be seen from Fig. 3, the
anodic stripping peak currents increase substantially when the ALP

concentrations change from 100 to 400 U/mL, and then decrease
with further increase in ALP concentration up to 600 U/mL. When
the ALP concentrations in solution change at the range from 100
to 400 U/mL, the amount of ALP modified on the surface of Si NPs
increase with the increase in the ALP concentration, which result
in the increase in the stripping peak current of the immunosensor.
On the contrary, when the amount of ALP in modified solution is
much larger than the amount of the detection antibody, the com-
petition of the detection antibody and ALP induces that the amount
of antibody attached on the surface of Si nanoparticle is relatively
small, which results in the decrease in the stripping peak currents
because the sandwich immunocomplex could not be formed well
on the electrode surface. As a result, the optimal ALP concentra-
tion for functionalization was selected as 400 U/mL in subsequent
studies.

3.2.2. Effect of the biocatalytic deposition time
The effect of the biocatalytic silver deposition time on the

stripping peak current was also investigated (Fig. 4). At the begin-
ning, the peak current increased rapidly with deposition time

Fig. 4. Effect of the biocatalytic silver deposition time on the anodic stripping peak
current.
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until 35 min. After 35 min, the currents increased slowly. This phe-

nomenon may be associated with the loss of the enzyme activity
with the increase in the deposition time. So, a deposition time of
35 min was selected for the biocatalytic reaction.

3.3. Analytical performance of the electrochemical immunosensor

To obtain the calibration curve, a series of different concen-
trations of target analyte were detected. The operations were
performed as mentioned in Section 2. Fig. 5A recorded the LSV
responses of the electrochemical immunosensor to the target
analyte of different concentrations. One observed that as the con-
centrations of the target analyte increased, the stripping peak
current of the electrochemical immunosensor ascended. Fig. 5B
depicted the calibration curve of the electrochemical immunosen-
sor. As can be seen from Fig. 5B that the stripping peak currents
of the electrochemical immunosensor and the concentrations of
target analyte possessed a linear relationship in the concentra-
tion rage from 1 to 35 ng/mL. The linear regression equation was i
(�A) = 25.48 + 3.28c (ng/mL) with a correlation coefficient of 0.9918,
where i represented stripping peak current and c represented the

Fig. 5. (A) LSVs of the electrochemical immunosensors in 0.6 M KNO3/0.1 M HNO3

solution with target protein at concentrations of 35, 25, 20, 15, 5, 1 and 0.5 ng/mL
(from upper to lower). Scan rate, 100 mV/s. (B) Calibration curve of peak current as a
function of target protein concentration using the electrochemical immunosensor.
Peak currents are averages of five experiments.
Fig. 6. Specificity of the electrochemical immunosensor. The concentrations of PSA,
PDGF-BB, IgG, IgM, lysozyme, and thrombin were 30 ng/mL, 100, 300, 100, 15 and
140 �g/mL, respectively. PBS is the phosphate buffer solution. The results were the
averages of five experiments.

concentration of target analyte. As calculated by the 3�-rule (where
� is the standard deviation of a blank solution, n = 5), the detec-
tion limit was 0.76 ng/mL, which is lower remarkably than that
(2.2 ng/mL) obtained only by enzymatic deposition of metal Ag
[12]. When the concentration of the target analyte was higher than
35 ng/mL, saturation was encountered, which was possibly due to
the complete binding of antibodies immobilized on the electrode
surface.

To estimate the reproducibility of the electrochemical

immunosensor, five assays were performed following identical
processing steps. Their responses toward 25 ng/mL target analyte
gave an average stripping peak current of 105 �A with a relative
standard deviation of 5.7%, indicating that the immunosensor could
be constructed and used for analysis with excellent reproducibility.

The specificity of the electrochemical immunosensor was also
examined using other proteins commonly present in serum.
About 100-fold concentrations of IgG, IgM, lysozyme, thrombin,
and PDGF-BB were incubated and detected individually with the
immunosensor. The stripping peak currents were shown in Fig. 6.
It can be seen that no significant LSV readouts are obtained for
these interfering proteins. Thus, no significant cross-reactivity was
detected for these proteins. It was expected that the developed
immunosensor could exhibit a high degree of selectivity for PSA
assay.

3.4. Detection of human serum samples

In order to investigate the possibility of the developed
immunosensor to be applied for clinical analysis, six human serum

Table 1
The comparisons of the developed electrochemical immunosensora (EI) with the
chemiluminescent microparticle immunoassay (CMIA) method for the detection of
PSA in human serum

Serum samples EI (ng/mL) CMIA (ng/mL) Relative deviation (%)

1 2.96 ± 0.22 2.77 6.86
2 5.86 ± 0.38 6.09 −3.78
3 6.62 ± 0.39 6.40 3.44
4 6.74 ± 0.30 6.29 7.15
5 11.50 ± 0.50 11.90 −3.36
6 19.00 ± 0.71 17.93 6.15

a The data are given as the average value± S.D. obtained from five independent
experiments (n = 5).
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specimens were obtained from Hunan Provincial Tumor Hospi-
tal and tested by the developed electrochemical immunosensor as
well as the chemiluminescent microparticle immunoassay (CMIA)
as a reference method. The results were shown in Table 1. As can
be seen from Table 1, the target analyte concentrations obtained
by the presented method were in good agreement with those
determined by CMIA and the relative deviations were not more
than 7.15%, indicating that it is feasible to apply the developed
electrochemical immunosensor to detecting PSA in human serum
samples.

4. Conclusions
A kind of uniform, ALP and detection antibody-cofunctionalized
Si NPs were synthesized and used for the development of an
ultrasensitive electrochemical immunosensor for the detection
of human PSA for the first time. A detection limit as low as
0.76 ng/mL was achieved through dual-signal amplification by
ALP-functionalized silica NPs and biocatalytic deposition of metal
silver. It was demonstrated that the presented method was sen-
sitive, simple, specific and allowed accurate quantification with a
low detection limit of 0.76 ng/mL. The cofunctionalization strat-
egy can also be used for a variety of biomolecules based on
the well-developed silica surface immobilization chemistry and
the corresponding electrochemical immunosensor can be devel-
oped for the detection of other proteins. In addition, this work is
also useful for other types of sensing using novel nanomaterials
to improve existing analytical techniques [24]. The limitation of
the non-conductivity of the Si nanoparticle can be improved by
using other conductive nanoparticles such as carbon nanotubes
and Au nanoparticles. The proposed sensitive approach holds great
promise for the extended application in the field of clinical diagno-
sis, bioaffinity assays and environmental monitoring.
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chemical and spectroscop
fabrication. The electroch
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pulse voltammetry (DPV)
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1. Introduction
OPs are known to be highly neurotoxic and they disrupt the
cholinesterase that regulates acetylcholine, a neurotransmitter
needed for proper nervous system function [1]. As toxic com-
pounds, the OPs may cause negative effect on the visual system,
sensory function, cognitive function, and nervous system which
result in severe health problems in both animals and humans. For
example, parathion is one kind of OPs that is very toxic with LD50
of 3 mg/kg in rats, and may be responsible for more death among
agricultural field workers than any other pesticides [2]. Thus, OPs
insecticides pose major security and environmental risks in present
time. The detection of trace OPs is of tremendous importance
and there is a necessity for accurate, sensitive, rapid, easy-to-use
and portable method to facilitate the detection, quantification and
remediation of these OPs present in the natural aquatic system or
remain in food.

Currently, several detection techniques such as HPLC, GC/MS,
capillary electrophoresis and colorimetry have been developed to
measure the OPs insecticides in environment and in food [3–11].
A majority of these methods are time-consuming, expensive, and
require trained personnel, which may not be suitable for on-site
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ified electrode was prepared with Au–TiO2 nanocomposite (Au–TiO2) and
he Au–TiO2 nanocomposite and the films were characterized by electro-
thods. A set of experimental conditions was also optimized for the film’s
al and electrocatalytic behaviors of Au–TiO2/Chit modified electrode to
nsecticides such as parathion were discussed in this work. By differential
urement, the current responses of Au–TiO2/Chit modified electrode were
ation ranging from 1.0 ng/ml to 7.0×103 ng/ml with the detection limit of
e performance of the detection system, we also examined the real samples

ibited a sensitive, rapid and easy-to-use method for the fast determination

© 2008 Elsevier B.V. All rights reserved.

use [12]. Electrochemical methods are very attractive for on-site
monitoring of OPs, like parathion [13–17]. The electrochemical sys-
tem possesses high sensitivity, good stability, minimal space and
power requirement and low-cost instrumentation [18]. To enhance
the sensitivity and stability of the measurements, the electrodes
modified with designable molecules have been used in electro-

chemical determination. The target compounds such as OPs would
be adsorbed onto the chemically modified surface which makes the
trace detection possible.

In recent years, nanometer-scale materials have been widely
used in the fabrication of electrochemical sensors for their large sur-
face area, large pore size, uniform pore structure, and high loading
capacity [1,19–25]. These favourable characteristics of the modi-
fied materials make the detection of different substrate possible. In
the previous articles, the nanocomposite Au–TiO2 has been applied
to the detection of nitric compounds and it has greatly enhanced
the sensitivity of the detection system [26–28]. To the best knowl-
edge of the authors, there are little papers which take advantage of
Au–TiO2 nanocomposite modified electrodes to detect the OPs.

In this paper, an Au–TiO2/Chit/glass carbon electrode (GCE) was
prepared for the fast detection of trace OPs. The film was com-
posed of Au–TiO2 nanocomposite and Chit as a conjunct. In the
nanocomposite, TiO2 nanoparticles have a strong affinity to the OPs
which possess a phosphate group and Au nanoparticles have an
excellent conductivity. This modified electrode relies on the two
important characteristics to detect ultrace parathion and a lower
detection limit that than other methods is achieved [29–31]. The
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nanoparticles were characterized with UV–vis and scan electron
microscope (SEM). DPV were employed to optimize the experi-
mental parameters for the detection of pesticides in solution and
vegetable samples. The interferences for the determination were
also studied in this work. The results illustrate that this method is
fast, simple and sensitive, which will have wide application in the
fields of foodstuff security and environmental protection.

2. Experimental

2.1. Chemicals and apparatus

TiO2 (P-25, ˚ = 30 nm) was purchased from Degussa Com-
pany. Parathion, Dichlorvos, Methamidophos and Trichlorfon were
purchased from Dr. Ehrenstorfer GmbH Company. Chitosan was
purchased from Sinopharm Chemical Regent. All the reagents were
used without further purification and the double-distilled water
was used in this work.

Au–TiO2 nanoparticles were characterized by SEM (HITACHI S-
4800) and UV–vis spectrophotometer (Cary-50).

All the electrochemical experiments were performed with a
CHI 1030 analyzer (CH Instruments). A three-electrode configura-
tion was employed, consisting of a bare glassy carbon electrode
(d = 3 mm, Bioanalytical system, Tokyo, Japan) or a Au–TiO2/Chit
modified electrode serving as working electrode, while a saturated
calomel electrode (SCE) and platinum wire served as the reference
and counter electrode, respectively. Electrochemical experiments
were carried out in a 10.0 ml electrochemical cell at room temper-
ature (25 ◦C±1). All potentials were referred to the SCE reference
electrode.

2.2. Synthetic of Au–TiO2 nanocomposite

Nano-TiO2 solution was prepared by dispersing nano-TiO2 par-
ticles in the double-distilled water and sonicated for 5 min with a
concentration about 0.1 mg/ml. The previous solution was stirred
with 1.88 ml 0.1 mol/l sodium citrate for 10 min to exchange OH−

with citrate anions. Then, 0.125 ml of 1% HAuCl4 were incremen-
tally added (with at least 10 min between additions) along with
an excess of 0.07 ml 0.1 mol/l NH2OH·HCl. Stirring for about 12 h,
the clear solution became purple and 1.02×10−3 mol/l Au–TiO2
nanoparticles were synthesized. The amount of Au was about

0.1 mol of Au per mol of TiO2. Nano-Au solution was synthesized
by repeating previous procedure without adding TiO2 particles.

2.3. Fabrication of (Au–TiO2/Au/TiO2)/Chit/GCE

The prepared GCE was immerged into 0.5 mol/l H2SO4 and per-
formed CV until stabilization before used. 10.0 �l Au–TiO2 solution
and 2.0 �l 1 mg/ml Chit solution were mixed together, and then
8.0 �l mixtures were added to the surface of GCE. Finally, the elec-
trode was dried in the air. For contrast, the TiO2/Chit electrode and
Au/Chit electrode were also prepared in this work.

2.4. Electrochemical experiments

DPV measurements were performed to optimize the experi-
mental conditions and determine the OPs compounds at room
temperature in the potential range from −0.3 to −0.8 V with the
scan rate of 100 mV/s. The supporting electrolyte used in the exper-
iments was thoroughly deoxygenated by bubbling nitrogen (N2
99.99%) before each experiment.
Fig. 1. SEM image of Au–TiO2 particles and the inset shows UV–vis spectra of
nanoparticles. (A) Au–TiO2 nanoparticles and (B) TiO2 nanoparticles.

2.5. Preparation and determination of real samples

The onion, lettuce and cabbage were purchased from the market
and cleaned three times using the double-distilled water. Different
concentrations of parathion solution were sprinkled on the surface
of different vegetables [32,33]. After about 24 h, all the samples
weighing 10–20 g were chopped and meshed before 1 ml of ace-
tone and 9 ml of 0.1 M phosphate buffer (pH 8.0) were added to
each sample. All the experiments above maintained on the nitro-
gen atmosphere and the mixtures were treated in ultrasonic for
15 min. The suspensions were centrifuged (10 min, 2000 rpm) and
the supernatants were directly detected by DPV without any extrac-
tion or preconcentration step. The content of parathion in the
samples can be achieved from the calibration curve.

3. Result and discussion

3.1. Characterization of Au–TiO2 by SEM and UV–vis

In pure Au nanoparticles, the collective oscillations of free elec-
trons, known as the surface plasmon, cause an absorption peak
(∼520 nm) to appear in the visible region [34]. Fig. 1 inset is the
UV–vis spectra of nanoparticles of Au–TiO2 (A) and TiO2 (B). We

find that there is a big absorption peak at 525 nm in curve A and no
obvious absorption peak in curve B. Thus, the UV–vis spectra of the
nanocomposites confirms that the Au nanopaticles were embedded
in the TiO2 particles.

According to the literatures, the particles size could be calcu-
lated in virtue of the following expression:

D = (−6.6521× 10−8)�+ (1.9557× 10−4)�− (9.2352× 10−2)�

+13.29,

� is the wavelength of the UV peak (525 nm). The results show that
the particle diameter of the as-prepared Au nanoparticles is about
8.00 nm. Fig. 1 is the SEM image of the Au–TiO2 nanoparticles which
confirms the successfully formation of the nanoparticles. Clearly,
Au nanopaticles can be found on the surface of TiO2 particles and
they are dispersed evenly throughout the TiO2 particles. The Au
nanoparticles formed in our work possess an average size of 8–9 nm
which is consistent with the diameter that was calculated from the
UV–vis spectra. So we confirm that Au–TiO2 nanocomposite was
successfully synthesized in our work.
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Fig. 2. Cyclic voltammograms of Au–TiO2/Chit/GCE in a phosphate buffer solution
(pH 5.0) with 0.5 �g/ml parathion solution (A) and in the absence of parathion (B).

3.2. Electrochemical behavior of parathion

Fig. 2 shows the voltammograms of parathion/Au–TiO2/Chit
/GCE (A) electrode and Au–TiO2/Chit/GCE (B) in a phosphate buffer
solution (pH 5.0). A pair of rather well-defined redox peaks (Epa1,
0.179 V and Epc1, 0.026 V) and an irreversible reduction peak (Epc2,
−0.573 V) were observed in the potential range from 0.4 to −1.0 V
(Fig. 2, curve A). The irreversible reduction peak corresponds to the
reduction of the nitro group to the hydroxylamine group (Fig. 3,
reaction 1), and the reversible redox peaks are attributed to a two-
electrode-transfer process (Fig. 3, reaction 2). The mechanism for

this process was widely reported [3]. A control experiment was per-
formed under the same conditions in the absence of parathion; no
redox peak was observed (Fig. 2, curve B). So we can conclude that
the redox peaks correspond to the reaction of the parathion.

3.3. Comparison of different modified electrodes

Fig. 4 shows the current responses to parathion with the elec-
trodes of Au–TiO2 (a), Au (b), bare (c) and TiO2 (d). Compared
with curves b–d, the curve a of Au–TiO2 electrode exhibits the
biggest current response to the same concentration of parathion
and the best linearity. It is because that the nanocomposite has
bigger surface area and more active-center. Furthermore, the TiO2
nanoparticles have a strong affinity to the OPs which possess a
phosphate group but the conductivity of the particles is not very
well. The better conductivity is due to the Au nanoparticles which
play an important role similar to a conducting wire, which was
easier for the electron transfer to take place. Curves b and c are
the current responses of Au modified electrode and bare electrode,
respectively. As can be seen the responses of the two electrodes are
similar and much smaller than the nanocomposite modified elec-

Fig. 3. Scheme of the elect
Fig. 4. Current responses of electrodes modified with different nanoparticles. (a)
Au–TiO2, (b) Au, (c) bare and (d) TiO2. The concentration of parathion is from 0.2
to 1.0 �g/ml, in the PBS (pH 5.0) DPV scanning potential range, −0.3 to −0.8 V, the
scanning rate, 100 mV/s.

trode because either the Au or bare electrode surface do not have
a good affinity to the parathion. Curve d is the current response
of the TiO2 modified electrode which has the smallest response to
parathion even though TiO2 has a good affinity to OPs because the
TiO2 nanoparticles baffles the electron transfer from the TiO2 to the
electrode surface. Thus, the Au–TiO2 nanocomposite that possesses
the strong affinity and better conductivity play a really important
role in the detection system.
3.4. Optimum experimental parameters

We compared the DPV current responses by the electrodes
modified with different loadings of nanoparticles in 0.2 �g/ml
parathion solution. Theoretically, the nanoparticle films will have
more active-centers and larger surface area with the loadings
increment. In this work, we found that the electrode modified
with 8.0 �l Au–TiO2 solution (1.15×10−7 mol/cm2) resulted in the
biggest responses. Deficient loadings modified on the electrode
may result in less active-centers and smaller surface area. But we
also found the superfluous loadings modified on the electrode were
brushed off from the surface and reduced the rate of electron trans-
fer (figure not shown). Furthermore, the excess loadings of Au–TiO2
may affect the reproducibility and sensitivity of the OPs determina-
tion. Therefore, we choose 1.15×10−7 mol/cm2 (CAu–TiO2

× V/SGCE)
Au–TiO2 nanoparticles as the optimum amount in our experiment.
We also examined the stability of the optimum sensor (Fig. not
shown). The sensor keeps 85% current responses to the same con-
centration parathion after used 10 days.

Fig. 5 presents the effect of pH on the responses of the parathion.
We can see that the irreversible reduction peak potential changes to

ron-transfer process.
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Fig. 5. Effects of pH on the electrochemical response of the sensor. The concentration
of parathion is 0.2 �g/ml. Electrochemical detection conditions, same as Fig. 4.
more positive potential with the decrease of the pH of the solution,
which shows a linear dependence of the reduction peak potential
on the pH in the range of 3.0–7.0. A slope of 50.0 mV/pH suggests
that the numbers of proton and electron involved in the reaction
are equal which is consistent well with the redox mechanism of
parathion as shown in Fig. 3 (reaction 1). We can also see that
the response current increases with an increase of pH up to 5.0,
and then it decreases at higher pH. It indicates that the lower pH
value is advantageous to electronation reaction march as the mech-
anism showed above, but the excessively lower pH such as 3.0 may
lead to the analyzing hydrogen side reactions, which may affect the
Au–TiO2 nanoparticles to the parathion adsorption and cause the
decrease of electrochemical signal.

3.5. The detection of parathion and the analyze of real samples

Under the above optimal parameters, Au–TiO2/Chit/GCE was
used to detect parathion with DPV in this work. Fig. 6 shows the DPV
responses recorded in PBS (pH 5.0) containing different concentra-
tion of parathion by the modified electrode. As Fig. 6 shown, there is

Fig. 6. DPV responses of increasing parathion concentration, from bottom to top, 0,
1.0×10−3, 5.0×10−2, 0.1, 0.25, 0.5, 1.0, 2.0, 3.0, 4.0, 5.0, 6.0, 7.0 �g/ml, respectively.
The inset shows the calibration curve. Electrochemical detection conditions, same
as Fig. 4.
(2008) 758–762 761

Table 1
The detection results of real samples

Sample The amount of parathion
sprinkled on the vegetables (ng)

The amount of parathion
detected by the modified
electrode (ng)

Onion 1000 890
Lettuce 1000 910
Cabbage 1000 880

a well reduction peak at−0.575 V even in 1.0 ng/ml parathion solu-
tion and the response currents enhance gradually with the increase
of the parathion concentration. It indicates that the parathion can
be reduced at the potential of−0.575 V, corresponding to the forma-
tion of hydroxylamine with the addition of parathion the reduction
current was increased equally with the increase of parathion’s con-
centration [3]. The inset is the calibration curve of the detection
system. The current responses are linear with parathion rang-
ing from 1.0 ng/ml to 7.0×103 ng/ml with the detection limit of
0.5 ng/ml which indicates that Au–TiO2/Chit modified electrode
displays a better sensitivity to the fast determination of parathion.

To evaluate the performance of the developed modified sen-
sor, the contents of parathion in real samples of onion, lettuce
and cabbage were detected by Au–TiO2/Chit/GCE. Additionally, a
blank sample was prepared from the noncontaminated vegetables
and analyzed with the above method. From the data in Table 1, it
can be seen that the parathion amount in the vegetable samples
were about 10% lower when analyzed by a modified sensor com-
pared to the amount of parathion sprinkled on the vegetables. The
lower result can be attributed to the insufficient oxidation of the
parathion.

3.6. Interferences experiments

The effect of interferences of electroactive nitrophenyl deriva-
tives and oxygen-containing inorganic ions were evaluated during
the detection of parathion The control experiments were per-
formed with 0.4 �g/ml parathion in PBS (pH 5.0) in the absence
or presence of 0.4 �g/ml dichlorvos, 0.4 �g/ml methamidophos,
0.4 �g/ml trichlorfon, 0.1 mol/l NO3

− or 0.1 mol/l SO4
2−, respec-

tively. 95–108% current responses at −0.575 V were remained in
the above solutions.

4. Conclusion
We have demonstrated an electrochemical approach for the fast
determination of OPs with the use of Au–TiO2/Chit modified elec-
trode incorporating a three-electrode configuration. The material of
nanocomposite Au–TiO2 exhibits large surface area and good affin-
ity of OPs which help the electrode adsorption and determination
of parathion. The sensitivity of the modified electrodes has been
investigated by electrochemical methods. The results show that
the Au–TiO2/Chit modified electrode exhibits high sensitivity for
the trace determination of parathion in solution and real samples.

We believe that the nanocomposite Au–TiO2/Chit modified sen-
sor on the basis of electrochemical method may have promising
application for OPs detection in environmental field.
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a b s t r a c t

This review provides a summary of chromatographic theory as it applies to high-speed gas chromatog-
raphy. A novel method for determining the optimal linear flow velocity, ūopt, from specific experimental
parameters, is discussed. An in-depth theoretical understanding of ūopt and its relation to experimental
parameters is presented, in the absence of extra-column band broadening, as a means of method evalua-
tion and optimization. Recent developments in high-speed GC are discussed, in the context of the theory
presented within this review, to ascertain the influence of extra-column band broadening. The theory
presented herein can be used as a means of evaluating the various areas of GC instrumentation (injection,
separation, detection, etc.) that need further development to further minimize the effects of extra-column
band broadening. The theoretical framework provided in this review, can be, and is, readily used to evalu-
ate high-speed GC results presented in the literature, and thus, the general practitioner may more readily
select a specific capillary length and/or internal diameter for a given application. For example, it is the-
oretically shown, and prior work cited, that demonstrates a peak width of ∼1 ms is readily achievable in
GC, when extra-column band broadening is eliminated.

© 2008 Elsevier B.V. All rights reserved.
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(i.e., separation efficiency (N), plate height (H), peak capacity (nC),
resolution (RS), etc.) to gauge the quality of a particular chro-
matographic instrument or a specific chromatographic separation
[3,8–12]. While these metrics determine whether or not there is
room for improvement with respect to the theoretical optimum
for a particular instrument or separation, they can also be used to
compare one instrumental configuration to another.

In order to design a highly efficient high-speed GC instrument,
all the experimental parameters (i.e., column length, capillary inner
diameter, stationary phase composition, uniformity and thickness,
inlet pressure, oven temperature and temperature programming
rate) need to be properly selected and experimentally opti-
mized. In addition, the individual components of the high-speed
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Nomenclature

B longitudinal diffusion (cm2/s)
Bo column permeability (cm2)
CG mass transfer in mobile (gas) phase (s)
CL mass transfer in the stationary (liquid) phase (s)
dc capillary inner diameter (cm)
df stationary phase film thickness (cm)
DG gas diffusion coefficient (cm2/s)
DG,o gas phase diffusion coefficient at the column outlet

(cm2/s)
DL stationary phase diffusion coefficient (cm2/s)
Fc flow rate at end of column (cm3/s)
f gas compressibility factor, Giddings
�G◦ Gibbs free energy (kJ/mol)
H plate height (cm)
Hmin minimum plate height (cm)
�H◦ enthalpy (kJ/mol)
j gas compressibility factor, James–Martin
K analyte (compound) distribution constant
k retention factor
L column length (cm)
N efficiency
Nopt efficiency at average optimal linear flow velocity
P reduced pressure
P@opt reduced pressure at ūopt

Pi absolute head pressure (Pa)
Po pressure at the column outlet (Pa)
R ideal gas constant (J K−1 mol−1)
Rs resolution
�S◦ entropy (kJ/mol)
T separation temperature (K)
tM mobile phase hold-up time (s)
tR analyte (compound) retention time (s)

u linear flow velocity (cm/s)
ū average linear flow velocity (cm/s)
ūopt optimum average linear flow velocity (cm/s)
VG volume of the mobile (gas) phase (cm3)
VM retention volume of an unretained analyte (cm3)
V ◦M retention volume of an unretained analyte corrected

for gas compression (cm3)
V ◦R retention volume of a retained analyte corrected for

gas compression (cm3)
3
VR analyte retention volume (cm )

VS volume of stationary phase (cm3)
wb peak width at the base (s)
wb@opt peak width at the base at average optimal linear flow

velocity (s)

Greek letters
˛ selectivity
ˇ phase ratio
� gas viscosity (Pa s)

GC instrument need to be designed to eliminate sources of
extra-column band broadening [3,10,13,14]. Common sources of
extra-column band broadening include, but are not limited to,
large injection volumes, non-uniform oven temperatures and/or
temperature programs and dead volumes at column connections
and/or at the detector [14,15]. Once, the experimental parameters
mentioned above have been selected and are implemented, sepa-
ration efficiency, N, depends largely on the carrier gas velocity, u.
The most direct route to high-speed GC separations is the use of
ta 76 (2008) 703–717

high carrier gas velocities with relatively short capillary columns
lengths [15–20]. The optimum linear velocity, ūopt, is the average
on-column velocity at which the plate height, H, has a minimum
value, resulting in a maximum of the separation efficiency, N. The
use of a high carrier gas velocity, above ūopt, results in a decrease
in the resolution between chromatographic peaks and a reduc-
tion in N [17,21]. One of the most difficult parameters to optimize
is the carrier gas velocity since it depends on all the previously
mentioned experimental parameters. The dependence of ūopt on
specific experimental parameters is unclear based on the current
expressions for ūopt. In order to more fully understand how ūopt

depends upon the various experimental parameters, specifically
column length and inner diameter, a new method for determining
ūopt must be derived. A more full understanding of these issues is
a key focus of this review. An in depth theoretical understanding of
the ūopt and its relation to experimental parameters, in the absence
of extra-column band broadening, should provide a more compre-
hensive method for optimization. Then, experimental data could be
readily compared to the theoretical expectations, to ascertain the
influence of extra-column band broadening. Ultimately, the process
presented in this review should lead researchers toward a better
understanding of the true potential and challenges in optimizing
high-speed GC instrumentation for general practice.

Thus, one of the primary goals of this review is to provide read-
ers with a summary of chromatographic theory as it applies to
high-speed GC. This review is a compilation of previously devel-
oped fundamental chromatographic theory combined with a new
theoretical approach toward the optimization of current chro-
matographic systems. This review will also relate these theoretical
chromatographic relationships to recently reported high-speed GC
developments. Chromatographic theory will also be used as a
means for determining which areas of GC instrumentation need
further development in order to eliminate, or at least minimize,
extra-column band broadening. For more rigorous discussions of
the theory behind separation science readers should see texts by
Giddings [10], Karger et al. [11], and Purnell [9]. Additionally, a
comprehensive study of many of the important theoretical aspects
relating to fast capillary GC by Blumberg has been published as a
four part series [22–25]. The first part of the series focused on the
development of an equation for the plate height, assuming that
the gas compressibility is constant, for separations occurring at
high pressure drop [22]. The second part of the series involved the
derivation of expressions for speed-optimized hold-up time and a
comparison of the theoretical hold-up time to the hold-up time of

efficiency-optimized columns [23]. In the third part of the series
Blumberg examined the difference between speed-optimized car-
rier gas velocity and speed-optimized flow rate and how they relate
to the plate height [24]. The final part of the study determined the
effects of stationary phase thickness on column performance [25].

The novel approach utilized to theoretically relate ūopt to key
experimental parameters presented in the review herein, cast in
the context of column length and inner column diameter, provides
a simplified and succinct method for determining ūopt. The theo-
retically calculated ūopt values can be used as a means of evaluating
experimental chromatographic data to ascertain the presence, and
impact, of extra-column band broadening. Essentially, a compar-
ison could be made between the theoretically predicted and the
experimentally obtained values of ūopt. Another important aspect
of the novel approach to determine and evaluate the theoretical ūopt

utilized in this review is that there have not been any mathematical
assumptions that could lead to a discrepancy between the actual
and theoretically predicted values of ūopt. Consequently, any dif-
ferences between the theoretical and experimental ūopt are likely
the result of extra-column band broadening, i.e., non-ideal experi-
mental influences. Finally, the theoretical framework utilized in this
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review, can be readily used to evaluate high-speed GC results pre-
sented in the literature, and thus, the general practitioner may more
readily select a specific capillary length and/or internal diameter for
a given application.

2. Theory

We begin with a brief overview of fundamental gas chro-
matographic theory including the thermodynamics governing a
separation and band broadening theory. This overview also con-
tains an introduction to an in-depth study of the dependence of
the optimal linear flow velocity on experimental parameters such
as the length and inner diameter of the separation column. A list
of the symbols that appear in this review and their definitions are
compiled in nomenclature.

2.1. Review of separation thermodynamics

The separation of a mixture of compounds in GC depends
on their interaction with the stationary phase as they migrate
through the column. The magnitude of the separation of the mix-
ture compounds (i.e., analytes) depends on the individual analyte
distribution constant, K, values. Where K is defined as the following
[18]:

K = analyte concentration in the stationary phase
analyte concentration in the mobile phase

(1)

A larger distribution constant translates into longer analyte
retention on the column. The distribution constant can be calcu-
lated by determining the corrected analyte retention volume, V ◦R,
the volume of the mobile (gas) phase, VG, and the volume of the
stationary phase, VS [18].

K = V◦R − VG

VS
(2)

The volume of the mobile phase, VG, is related to the retention
volume of an unretained analyte, VM, by the following equations
[18,26]

VG = V ◦M = FctMj (3)

VG = VMj (4)

where V ◦M is the retention volume of an unretained analyte cor-

rected for gas compression along the column, Fc the flow rate at
the end of the column at atmospheric temperature and pressure,
tM the column hold-up time (the elution time of an unretained ana-
lyte) and j is the James–Martin gas compressibility correction factor
(this correction factor will be discussed in more detail in Section
2.3). The corrected analyte retention volume, V ◦R, is related to the
analyte retention volume, VR, and the analyte retention time, tR, by
the following equations, respectively [18,26].

V ◦R = VRj (5)

V ◦R = FctRj (6)

The distribution constant, K, is related to the retention factor, k,
by the factor ˇ. Where ˇ is the ratio of the volume of the mobile
phase, VG, to the volume of the stationary phase, VS, and is repre-
sented by the following equation [9,18]

ˇ = VG

VS
(7)

The relationship between K, ˇ and k can be derived using Eq. (2)
by introducing the ratio VG/VG and subsequently factoring out ˇ, as
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expressed in Eq. (7), resulting in the following expression [18]

K = VG

VS

V ◦R − VG

VG
= ˇk (8)

The relationship in Eq. (8) can be simplified to provide k by the
following

k = V◦R − VG

VG
(9)

According to Eq. (9), the retention factor, k, is the retention vol-
ume of the analyte relative to the retention volume of an unretained
analyte. Since both V ◦R and VG are corrected for the gas compress-
ibility, j, then k is also dependent on j. Substituting Eqs. (4) and (5)
into Eq. (9) for VG and V ◦R, respectively, removes the dependence of
k on j and results in the following equation

k = VR − VM

VM
(10)

Further information about the retention of a particular analyte
on a specific stationary phase can be obtained using the following
relationship between K and the Gibbs free energy of the evaporation
of the analyte from the stationary phase, �G◦ [9–11,18,26]

ln K = −�G◦

RT
(11)

where R is the ideal gas constant and T is the temperature of the
separation. Substituting the right-hand side of Eq. (8) into Eq. (11)
results in the following relationship

ln ˇ + ln k = −�G◦

RT
(12)

Additional thermodynamic information can be obtained by sub-
stituting the relationship between Gibbs free energy, enthalpy
(�H◦) and entropy (�S◦) [9–11,26]

�G◦ =�H◦ − T�S◦ (13)

into Eq. (12), resulting in the following expression:

ln ˇ + ln k = −�H◦ − T�S◦

RT
(14)

Eq. (14) can be simplified as follows

ln k = −�H◦

RT
+ �S◦

R
− ln ˇ (15)

Typically, the last two terms of Eq. (15) are combined into an

“entropy” term, ln(a/ˇ), where a can be defined as [27]

a = exp
(

�S

R

)
(16)

Plots of ln k as a function of 1/T (also referred to as van’t Hoff
plots) are commonly created as a means of determining thermo-
dynamic information about specific analytes and their interaction
with the stationary phase within a particular GC system [9,28]. In
these plots, the enthalpy (�H/R) and entropy (a/ˇ) terms can be
obtained from the slope and y-intercept, respectively. These plots
are usually linear because the enthalpy is essentially constant over
the temperature range of interest [26]. The entropy data contained
in these plots relates to the selectivity of the stationary phase for a
particular analyte. The selectivity, ˛, of a specific stationary phase
for a particular analyte relative to another analyte is defined as
follows [11]:

˛ = k1

k2
(17)

where k1 is the retention factor of the analyte of interest and k2 is
the retention factor of the other analyte. Larger values of ˛ translate
into a favorable separation of analytes 1 and 2; as ˛ increases the
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chromatographic resolution between analytes 1 and 2 increases,
with all else constant (resolution will be discussed in more detail
in Section 2.3).

Retention time information has been used to determine ther-
modynamic properties for various classes of volatile organic
compounds [28–33]. Likewise, thermodynamic data determined
from retention information (Kovats indices) has been used to pre-
dict retention times and peak widths [27]. Van’t Hoff plots have also
been used to evaluate novel stationary phases [34].

2.2. Band broadening in gas chromatography

The quality of a chromatographic separation is governed not
only by the selective retention of the compounds in a mixture,
but also by the ability to distinguish the individual analytes and
interfering compounds. When a sample is injected onto a col-
umn and if there is a substantial amount of band broadening
(also referred to as zone spreading), the resulting separation may
contain peaks that are severely overlapped with one another. Con-
siderable effort has gone into understanding and minimizing the
sources of band broadening. There are three main causes of band
broadening (neglecting any extra-column band broadening from
sources such as injection, detection and dead volumes) in open
tubular gas chromatography: (1) longitudinal diffusion, (2) resis-
tance to mass transfer in the mobile phase, and (3) resistance to
mass transfer in the stationary phase. The plate height, H, is a mea-
sure of the amount of band broadening that occurs as an analyte
travels through the column. An equation describing band broad-
ening for packed columns was proposed by van Deemter et al.
[35]. Later, Golay proposed an equation for the band broadening
in open tubular capillaries [3]. Gaspar et al. conducted an in-depth
theoretical and experimental study of the effects of extra-column
band broadening on separation efficiency [36]. In a recent publi-
cation [37], a comparison of these three equations came to the
conclusion that the equation proposed by Gaspar et al. [36] best
describes chromatographic elements that contain an element of
extra-column band broadening. In the context of this review, H
is only the on-column band broadening and does not take into
account any sources of extra-column band broadening. Where H
can be defined, in general terms, as follows [3,9–11,18,26]:

H = B

u
+ CGu+ CLu (18)

where B is the term describing the longitudinal diffusion, C and
G
CL are the terms describing the resistance to mass transfer in the
mobile and stationary phases, respectively, and u is the linear flow
velocity. The plate height is both directly and inversely propor-
tional to u; consequently, reducing H is not as simple as increasing
u. A more thorough version of Eq. (18), the Golay equation [3,18]
fully describes the relationship between H and other experimental
parameters

H = 2DG

ū
+ 1+ 6k+ 11k2

96(1+ k)2

d2
c ū

DG
+ 2kd2

f ū

3(1+ k)2DL

(19)

where DG is the diffusion coefficient of the analyte in the gas phase,
ū the average linear flow velocity of the carrier gas, k the retention
factor of the analyte, dc the inner diameter (i.d.) of the capillary, df
the thickness of the stationary phase and DL is the diffusion coeffi-
cient of the analyte in the stationary phase. However, Eq. (19) must
be corrected for the gas compressibility along the column, as shown
[18]

H = 2DG,ojf

ū
+ 1+ 6k+ 11k2

96(1+ k)2

d2
c ūf

DG,oj
+ 2kd2

f ū

3(1+ k)2DL

(20)
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where DG,o is the diffusion coefficient of the analyte in the gas
phase at the outlet of the column and j and f are gas compression
correction factors. This equation is typically used to calculate the-
oretical values of H as a means of comparison and evaluation of
experimentally obtained H values.

2.3. Deriving ūopt from experimental parameters

Experimentally, the optimal average linear flow velocity, ūopt,
is obtained through a series of chromatographic measurements.
Thus, the ūopt is determined by creating a Golay plot (a plot of
the plate height, H, vs. average linear flow velocity, ū) where the
minimum value of H, Hmin, occurs at ūopt [36]. Creating these plots
just for one set of experimental parameters is very time consum-
ing. A set of chromatograms must be obtained using an analyte
with a desired retention factor, k, at various carrier gas velocities
(this can be accomplished by varying the inlet pressure, Pi, while
holding all other experimental parameters constant). Values of H
can be obtained from this set of chromatograms by calculating the
efficiency, N, of the separation.

N = 16
(

tR

wb

)2
= L

H
(21)

where tR is the retention time of the peak and wb is the width at
the base of the peak [10,18,26].

Obtaining experimental Golay plots is very time consuming, and
there could be a large benefit to simulating them. Theoretical H
values can be calculated using the Golay equation (Eq. (20)) [18].
Eq. (20) is the plate height equation that has been corrected for the
carrier gas compressibility. The James–Martin gas compressibility
factor [38], j, is defined as

j = 3
2

P2 − 1
P3 − 1

(22)

where P is the ratio of the inlet and outlet pressures (P = Pi/Po);
j corrects for the carrier gas compression along the length of the
column. The Giddings gas compressibility factor [10,39–41], f, is
defined as

f = 9(P4 − 1)(P2 − 1)

8(P3 − 1)2
(23)

and corrects for additional effects of gas compression on H.
For the purpose of the calculations reported herein, the Golay
equation can be simplified when an analyte has a retention factor
equal to zero (k = 0). When k = 0, the following is a simplified version
of Eq. (20):

H = 2DG,ojf

ū
+ d2

c ūf

96DG,oj
(24)

Since the optimal average linear flow velocity, ūopt, corresponds
to a minimum value of H, the derivative of Eq. (24) can be set equal
to zero and solved for ūopt to yield an expression for ūopt.

ūopt =
√

192DG,oj

dc
(25)

Additionally, the analyte peak width at the base, wb, in units of
time, can be expressed as follows:

wb = 4tR

√
H

L
(26)

where tR is the retention time of the peak, and tR is related to the
hold-up time, tM, of the separation by the retention factor [18], k.
The relationship between tR and k can be obtained by substituting
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Eqs. (3) and (6) into Eq. (9) for VG and V ◦R, respectively, resulting in
the following equation

k = tR − tM

tM
(27)

Substituting Eq. (27) into Eq. (26) yields the following equation:

wb = 4tM(1+ k)

√
H

L
(28)

where tM is defined in terms of L and ū (tM = L/ū). At k = 0, Eq. (28)
is simplified to

wb =
4
ū

√
HL (29)

The physical separation between two adjacent compounds (ana-
lytes or interferents) is called the resolution, Rs, of the separation.
Rs is a metric that quantifies the degree of separation of two
compounds in a separation and can be expressed in terms of the
retention times of two analytes and the width of the second analyte.
The Rs is defined as follows [11]:

Rs = t2 − t1

wb2
(30)

where t1 and t2 are the retention times of the first and second ana-
lytes, respectively, and wb2 is the width at the base of the second
(more retained) analyte. The Rs calculated using Eq. (30) typically
underestimates the resolution of a separation because it uses the
peak width of the second analyte, which for an isothermal separa-
tion, is generally larger for the second analyte than the first analyte.
In the case of an ideal temperature programmed separation, where
the peak widths are essentially constant, the Rs calculated using Eq.
(30) would be accurate. Some researchers choose to use the average
peak width in the denominator of Eq. (30) instead.

Since the equation for ūopt (Eq. (25)) does not clearly express
the dependence of ūopt on the length of the capillary, it would be
beneficial to have a method for calculating ūopt that shows the
relationship between ūopt, dc, L, wb and P. Such a method would
provide insight into which specific capillary diameter and length
combinations could be readily used to optimize a particular separa-
tion (herein shown in the context of k = 0). As we will demonstrate,
calculating ūopt starting with experimentally relevant parameters
will create theoretical simulations with a direct relationship to the
parameters of interest, namely L and dc.

The expression relating the average linear flow velocity to exper-

imental parameters is shown below [42]:

ū = 3
4

BoPo

�L

(P2 − 1)
2

(P3 − 1)
(31)

where � is the carrier gas viscosity and Bo is the column permeabil-
ity. For a capillary column, Bo is defined as follows:

Bo = d2
c

32
(32)

Eq. (32) can be substituted in to Eq. (31) to yield the following
expression:

ū = 3
128

d2
c Po

�L

(P2 − 1)
2

(P3 − 1)
(33)

This equation can be further simplified by factoring out j (see Eq.
(22) for the definition of j), which results in the following equation

ū = d2
c Po

64�L
(P2 − 1)j (34)

For a specific set of experimental parameters, and when ū = ūopt,
the reduced pressure, P, can be referred to as P@opt, i.e., the reduced
ta 76 (2008) 703–717 707

pressure at the optimum linear flow velocity, and Eq. (34) can be
set equal to Eq. (25), producing the following equality under these
conditions:
√

192
DG,oj

dc
= 1

64
d2

c Po

�L
(P2

@opt − 1)j (35)

Solving for P@opt results in the following equation, noting that j
cancels out:

P@opt =
√

64
√

192
DG,o�L

d3
c Po

+ 1 (36)

Using Eq. (36), the P@opt can be calculated for a particular set of
experimental parameters (e.g., L and dc for a typical DG,o, � and Po).
The P@opt can be substituted into the j expression (Eq. (22)), and
j can be determined and subsequently substitution into the ūopt

expression (Eq. (25)), resulting in the following:

ūopt = 3
2

√
192DG,o

dc

(
P2

@opt − 1

P3
@opt − 1

)
(37)

This calculation procedure results in ūopt values for each and
any set of experimental parameters of interest. The expression in
Eq. (36) for P@opt, and thus implicitly in Eq. (37), provides a clear
dependence on both L and dc (where all other experimental param-
eters, Po, DG,o, and � are held constant in the calculations presented
herein), which translates into a dependence of ūopt on both L and
dc. The experimental parameters Po, DG,o and � are held constant
for this specific case. It is not, however, necessary that they be held
constant for all applications of interest.

The ūopt calculated for a specific set of experimental parameters
(Eq. (37)) can be substituted into Eq. (24) (with k = 0) to determine
the corresponding value of Hmin. A simplified expression for Hmin
is obtained by substituting Eq. (25) into Eq. (24):

Hmin =
fdc√
12

(38)

Once both ūopt and Hmin values have been calculated, other
theoretical information about the separation (i.e., hold-up time,
efficiency and peak width) can be readily calculated. For example,
the efficiency per time is obtained from the following expression:

Nopt

tM
= Hmin

LtM
(39)

With ū = ūopt, the peak width, wb@opt, in time units, is readily
calculated using Eq. (31):
wb@opt =
4

ūopt

√
HminL (40)

Note that wb@opt obtained from Eq. (40) is the peak width at the
base at ūopt without any extra-column band broadening. Calcula-
tions using Eq. (40) result in the theoretical peak widths that can
serve as a means of providing understanding of the demands on
designing instruments to minimize extra-column band broaden-
ing, and subsequently evaluating experimentally obtained GC data.
Peak widths can be calculated for columns of various values of L and
dc. This information can then be used to determine which column
L and dc combinations should be used to obtain a particular experi-
mental peak width, presuming extra-column band broadening can
be minimized.

2.4. Fundamental GC parameters governing theoretical
simulations

All simulations were completed via numerical analysis. Simula-
tions were completed for columns of various lengths, L, and inner
diameters, dc, holding other parameters constant. All simulations
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used H2 as the carrier gas and, for the sake of brevity, using an
analyte retention factor, k, of 0. An average (i.e., typical) analyte
diffusion coefficient, DG,o, of 0.6 cm2/s was used. An isothermal
temperature of 150 ◦C was used for the simulation which results
in a carrier gas viscosity, �, of 1.135×10−5 Pa s [43]. The outlet of
the column was assumed to be at an ambient pressure of 1 atm
(101,325 Pa).

3. Chromatographic theory and its implications for the
present and future of high-speed gas chromatography

3.1. Optimizing experimental parameters in the context of
chromatographic theory

In most cases, a Golay plot is used to determine the optimal

linear flow velocity for an experimental setup. In order to create
these plots data must be collected at various linear flow velocities
while holding all other parameters constant. Golay plots for various
capillary lengths and inner diameters have been simulated and are
shown in Fig. 1. The optimum linear flow velocities are indicated
on the plots. These plots are created by calculating H for various
values of ū using Eq. (24). The dotted lines represent linear flow
velocities that exceed the pressure limitations of typical commer-
cially available instruments. The capillaries with the smallest inner
diameter (100 �m) result in Hmin values that are significantly lower
than the capillaries with larger inner diameters (250 or 530 �m).
This lower Hmin results in narrower chromatographic peaks. The
relationship between Hmin and wb (where wb is the ideal peak
width in the absence of any extra-column band broadening) is
expressed in Eq. (29). A plot of wb as a function of ū is shown in
Fig. 2. These plots were simulated using the same parameters and
capillary dimensions as shown in Fig. 1. This plot demonstrates the
advantage of using a shorter capillary with a small inner diameter
(i.e., 1 m×100 �m) in order to obtain narrower chromatographic
peaks. The peak obtained with a 1 m column with a 100 �m dc has
a wb of 5 ms (ideally), while a peak obtained with a 25 m column

Fig. 1. A Golay plot of theoretical H vs. ū for various combinations of column length, L,
and inner diameter, dc calculated using Eq. (24). Corresponding Hmin, ūopt values are
represented by (�) on each curve. (a) L = 25 m, dc = 530 �m; (b) L = 25 m, dc = 100 �m;
(c) L = 5 m, dc = 250 �m; (d) L = 5 m, dc = 100 �m; and (e) L = 1 m, dc = 100 �m. Curves
were simulated using the following parameters: a typical DG,o = 0.6 cm2/s, k = 0, H2

carrier gas and an oven temperature of 150 ◦C.
Fig. 2. Plots of theoretical wb vs. ū for various combinations of column length, L,
and inner diameter, dc calculated using Eq. (29). The wb values at ūopt are repre-
sented by (�) on the graph. (a) L = 25 m, dc = 530 �m; (b) L = 25 m, dc = 100 �m; (c)
L = 5 m, dc = 250 �m; (d) L = 5 m, dc = 100 �m; and (e) L = 1 m, dc = 100 �m. Plots were
simulated using the same parameters as were used in Fig. 1.

with the same dc has a wb that is over 100 ms wide. This suggests
that there is a significant advantage, in terms of peak width, to using
shorter columns with smaller inner diameters. In this particular
plot, the length dependence of ūopt is also demonstrated. While the
Hmin values are similar for capillaries with the same inner diameter,
the wb values depend on both the column inner diameter and col-
umn length. This suggests that the ūopt values depend not only on
the inner diameter of the capillary but also on the capillary length,
which is not clearly expressed in Eq. (25).

The traditional approach to determining ūopt requires obtain-
ing experimental Golay plots (or simulating these plots) for each
combination of column length and inner diameter. As we demon-
strated earlier, this process is simplified by deriving ūopt from the
experimental parameters. This new method also makes it possible
to compare the ūopt for various column lengths and inner diameters,
as well as being able to compare the resulting Nopt/tM and wb@opt
values. Application of this new method will serve as a springboard

to discuss the most recently reported advances in high-speed GC
separation technology. The absolute head pressure, Pi, necessary to
obtain ūopt can be calculated by determining P@opt using Eq. (36)
and solving the relationship between P and Pi to obtain Pi (P@opt is
P at the optimum linear flow velocity). A plot of Pi (at ūopt) vs. L for
various capillary inner diameters is shown in Fig. 3. The absolute
head pressure required to achieve the ūopt for smaller dc capillar-
ies increases significantly as the length of the column is increased.
It is important to note that the electronic pneumatic control (EPC)
of a typical commercial GC (i.e., Agilent 6890 GC) is limited to a
maximum absolute head pressure of 115 psi (792,700 Pa) [44]. The
horizontal line in Fig. 3 represents this pressure limitation. Pre-
suming the equations hold at very high pressures, the pressure
required to obtain the ūopt for the 50 �m dc column at a length of
100 m (Pi = 1014 psi, 6,989,000 Pa) is approximately 10-fold greater
than the maximum pressure setting of the instrument. For the
sake of discussion, all subsequent plots of simulated data contain
only those values that correspond to Pi values of less than 115 psi
(792,700 Pa).

Once values of P@opt are calculated, j and ūopt for the same
experimental parameters can also be determined. A plot of ūopt
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Fig. 3. Plot of the inlet pressure, Pi , at ūopt vs. column length, L, for various column
inner diameters, dc. Calculated using Eq. (36) and substituting in the following:
(a) dc = 50 �m, (b) dc = 100 �m, (c) dc = 180 �m, (d) dc = 250 �m, (e) dc = 320 �m
and (f) dc = 530 �m. Plots were simulated using the following parameters: k = 0,
DG,o = 0.6 cm2/s, � = 1.135×10−5 Pa s, Po = 1 atm (101,325 Pa), H2 carrier gas and an
oven temperature of 150 ◦C.

as a function of length for various capillary diameters is shown in
Fig. 4. At very short capillary lengths (i.e., 10 cm), the ūopt for the
two smaller diameter capillaries (50 and 100 �m) are much larger
than the ūopt for capillaries with larger diameters (180, 250, 320
and 530 �m). For example, the ūopt for a 10 cm×50 �m column
is 925 cm/s which is approximately twice as fast as the ūopt for
a 10 cm×180 �m column (ūopt = 450 cm/s). As the length of the

Fig. 4. Plot of the average optimum linear flow velocity, ūopt vs. column length, L,
for various column inner diameters, dc. Calculated using Eq. (37) and substituting
in the following: (a) dc = 50 �m, (b) dc = 100 �m, (c) dc = 180 �m, (d) dc = 250 �m, (e)
dc = 320 �m and (f) dc = 530 �m. Plots were simulated using the same parameters as
Fig. 3.
Fig. 5. Plot of minimum plate height, Hmin, at ūopt vs. column length, L, for various
column inner diameters, dc. Calculated using Eq. (38) and substituting in the follow-
ing: (a) dc = 50 �m, (b) dc = 100 �m, (c) dc = 180 �m, (d) dc = 250 �m, (e) dc = 320 �m
and (f) dc = 530 �m. Plots were simulated using the same parameters as Fig. 3.

capillary is increased, the values of ūopt for the smaller dc capillar-
ies decrease more rapidly than for the larger dc capillaries. For a
length of 5 m, the ūopt of a 100 �m dc column is less than that of
the 320 �m dc column. At 100 m only the ūopt for the three largest
diameter capillaries (250, 320 and 530 �m) can be attained using a
standard commercial GC within the specified pressure restriction.

Values of Hmin can be calculated using Eq. (38), where f increases
from 1.0 to 1.125 as the length of the column is increased. A plot of
Hmin as a function of L for various capillary inner diameters is shown
in Fig. 5. The plot shows that Hmin has a strong dependence on dc and
is practically independent of L. The values of Hmin increase slightly
at large L (L≥10 m) due to the slight increase of f from 1.0 to 1.125.

The main focus of high-speed GC is the reduction of analysis
time. Reducing the time required for separations makes gas chro-
matography more applicable for use in rapid chemical analysis
situations. One of the most effective ways to reduce analysis time

is to reduce the column length. Reducing the length of the column
also reduces the efficiency, N, of the column. A benefit of using a
short capillary with a small inner diameter can be shown by calcu-
lating the efficiency per unit time (Nopt/tM) using Eq. (39). A plot of
Nopt/tM as a function of length for the various capillary diameters
is shown in Fig. 6. The plot shows that the Nopt/tM value is much
larger for short capillary columns with small inner diameters. For a
10 cm column with a 50 �m dc, the Nopt/tM value is over two orders
of magnitude larger than that of a 10 cm column with a 530 �m
dc. Working with these short columns significantly decreases the
amount of time required for a separation. As the length of the
capillary column is decreased the efficiency of the column is also
decreased. However, it is important to put the decrease in efficiency
in the context of the analysis time in order to make a fair compari-
son. Short columns (<10 m) with small inner diameters (<180 �m)
provide the most efficiency per unit time when operated at ūopt.

Not only do short columns with small inner diameters result
in high Nopt/tM values, the peak widths that are ideally obtained
with these columns are also favorable. The width at the base of
the peak, wb@opt, is calculated using Eq. (40). A plot of wb@opt as
a function of length for different capillary diameters is shown in
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Fig. 6. Plot of efficiency per unit time, Nopt/tM, at ūopt vs. column length, L, for various
column inner diameters, dc. Calculated using Eq. (39) and substituting in the follow-
ing: (a) dc = 50 �m, (b) dc = 100 �m, (c) dc = 180 �m, (d) dc = 250 �m, (e) dc = 320 �m
and (f) dc = 530 �m. Plots were simulated using the same parameters as Fig. 3.

Fig. 7. As the length of the column increases, the wb@opt values for
capillaries with large inner diameters approach a width of 1 s. This
particular series of plots can be used as a guideline for which cap-
illary dimensions should be used to obtain a particular peak width,
when used in an ideal system in the absence of any extra-column
band broadening. For example, if a particular experiment requires
530 �m dc column and a peak width of 100 ms or less, a capillary
with a maximum length of 8 m should be used. Choosing a 530 �m

Fig. 7. Plot of peak width at the base, wb@opt, at ūopt vs. column length, L, for various
column inner diameters, dc. Calculated using Eq. (40) and substituting in the follow-
ing: (a) dc = 50 �m, (b) dc = 100 �m, (c) dc = 180 �m, (d) dc = 250 �m, (e) dc = 320 �m
and (f) dc = 530 �m. Plots were simulated using the same parameters as Fig. 3.
ta 76 (2008) 703–717

dc capillary with a length greater than 8 m would result in peak
widths, as predicted by theory that are greater than the experi-
mental requirements. Again, all of this assumes that there is no
significant extra-column band broadening added to the peak width.

The plot in Fig. 7 can also be used a means of evaluating future
developments in the realms of high-speed and micro-fabricated GC.
According to Fig. 7, using a short column (i.e., 10 cm) with a small dc

(i.e., 50 or 100 �m) it is possible, in principle in the absence of extra-
column band broadening, to obtain a peak with a width at the base
of less than 1 ms. In order to obtain this narrow of a peak, consider-
able developments need to be made in both injection and detection
technologies. Some of the narrowest injection pulses reported [45]
are on the order of 0.5 ms. Columns as short as 10 cm (with an inner
diameter of 150 �m) have been successfully implemented [46], in
an application that required a quantitative, high-speed separation
of analgin.

3.2. Practical implementation of high-speed GC in the context of
theory

The theoretical and practical limitations of high-speed gas

chromatography have been the subject of numerous publications
over the years [5,47–50]. Gaspar [50] made significant advances
in the area of high-speed GC theory, coming to the conclusion
that high-speed separations are possible using common commer-
cial instruments, however, the experimental parameters must be
optimized in the context of the theory. Insight in this regard
is provided in this review. Separations to be completed in a
few seconds require instrument modification (specifically injector
and detector upgrades). A comparison of high-speed and con-
ventional GC of complex fuel samples was conducted using a
microbore capillary column (5 m×50 �m×0.05 �m MDN-5S) [51].
The chromatograms from the high-speed separations were com-
pleted in 3 min and resulted resolutions that were comparable to
those of the 100 min conventional chromatograms obtained with a
25 m×250 �m×0.05 �m MDN-5S column. The comparable reso-
lutions were obtained by applying temperature programs that were
optimized for the column dimensions and the carrier gas velocities.
In order to obtain a separation of fuel samples in 3 min the column
was operated at a velocity of 95 cm/s (which was experimentally
determined to be 37 cm/s higher than the optimum velocity). The
narrowest resulting peak was approximately 300 ms wide at the

Fig. 8. Separation of four alkyl benzenes utilizing a single diaphragm valve injec-
tion. The separation was obtained using a 2 m×180 �m×0.20 �m AT-WAX column
operated at 100 ◦C and a column pressure of 20 psi (∼140,000 Pa). Figure reprinted
from reference [53] with permission.
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base (which is significantly larger than the 22 ms peak width pre-
dicted by Eq. (40) and shown in Fig. 7, if the column alone was the
major source of band broadening).

Current instrument modifications for high-speed GC typically
involve the reduction of injection volumes and dead volumes at
the detector. High-speed diaphragm valves equipped with a sam-
ple loops have been used to create reproducible injection pulses
on the order of 10–20 ms [52–55]. A high-speed separation [53]
of four alkyl benzenes using a single diaphragm valve for injec-
tion is shown in Fig. 8. The separation was completed in less than
4 s utilizing a 2 m×180 �m×0.25 �m DB-1701 separation column,
and resulted in peak widths on the order of 250 ms. Using this
column in a system without any extra-column band broadening
could have resulted in peak widths of approximately 12 ms, as
predicted by Eq. (40) and shown in Fig. 7. This suggests that an injec-

Fig. 9. Implementation of synchronized dual valve injection is presented. All data were c
pressure of 85 psi (590,000 Pa) unless otherwise noted. (A) Chromatogram of a seven-c
follows: methanol, benzene, octane, chlorobenzene, anisole, n-decane and butylbenzene
DB-5 columns (both columns have 100 �m inner diameters and 0.4 �m film thicknesses
a function of the analyte retention factor for the 1 m DB-5 column. See cited reference fo
of four light alkanes using a 4 ms injection pulse. Separation collected with a 1 m×100 �
Figures in (A), (B) and (C) reprinted from reference [45] with permission, copyright 2008
ta 76 (2008) 703–717 711

tion pulse of 10–20 ms adds a significant amount of extra-column
band broadening when using a short column with a small inner
diameter. A recently reported injection technique [45], involving
the synchronized actuation of two diaphragm valves, resulted in
injection pulse widths of less than 1 ms and chromatographic peak
widths that approach the peak widths predicted by Golay theory
(as shown in Fig. 7). A chromatogram of a seven-compound mix-
ture obtained using synchronized dual-valve injection is shown in
Fig. 9A. The resulting chromatographic peak width as a function of
the applied pulse width (for two different column lengths) is shown
in Fig. 9B. For the longer 1 m×100 �m column the resulting peak
width is constant for pulses widths between 0.5 and 2.5 ms, for the
0.5 m×100 �m column the resulting peak width begins to increase
significantly as the injection pulse is increased above 0.5 ms. This
reinforces the importance of a temporally narrow injection pulse

ollected at an oven temperature of 150 ◦C with H2 carrier gas at an absolute head
ompound separation obtained using a 2.5 ms injection pulse. Retention order as
. (B) A plot of peak width as a function of the pulse width injected for 1 and 0.5 m
). (C) A plot of experimental (�) and theoretical (×) width at half height values as
r a complete list of parameters used in the theoretical calculations. (D) Separation
m×0.4 �m DB-5 column at 25 ◦C and 700 cm/s H2 (previously unpublished work).
American Chemical Society.
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when using a short chromatographic column in order to avoid intro-
ducing any extra-column band broadening. A comparison of actual
peak width and the peak width predicted by Golay theory, for a
variety of retention factors on the 1 m column, is shown in Fig. 9C.
It is important to note that the actual and predicted peak widths
are in good agreement. The reported peak widths are also in good
agreement with the peak width predicted by Eq. (40) and shown in
Fig. 7. In order to detect such narrow peaks the commercial elec-
trometer on the FID was replaced with a high-speed electrometer
capable of data collection rates as high as 20 kHz. A discussion of
the detection and handling of data this high data collection rates
has been addressed by Hinshaw in a three part series [56–58].
Also shown (Fig. 9D) is a previously unpublished separation of four
light n-alkanes, complete in less than 300 ms that was obtained
using the synchronized dual-valve injection technique. Other injec-
tion techniques such as cryo-focusing or thermal modulation, have
successfully reduced the width of the analyte-containing sample
pulse injected onto the column [21,59–61]. An example of a high-
speed separation obtained using a cryogenic inlet [61] is shown
in Fig. 10. Injections were made onto a 0.3 m×50 �m×0.17 �m
OV-1 column which was interfaced to a time-of-flight mass spec-

trometer (TOFMS) for detection. The spectrometer was set at its
maximum data collection rate of 500 mass spectra/s, this data
collection rate was sufficient for the high-speed separation and
resulted in plenty of data points (spectra) per peak. The separa-
tion of a 10-compound mixture was complete in less than 500 ms
and resulted in peak widths on the order of 20 ms. Ideally, the peaks
could be approximately 1.5 ms wide (as predicted by Eq. (40) and
shown in Fig. 7). Thermal modulation has been used to create injec-
tions in the 5–40 ms range [21,59–63]. Due to the cycle time of
thermal modulation systems (which is longer relative to the cycle
time of a diaphragm valve), diaphragm valve-based instruments are
typically used when a repetitive high-speed injection is necessary.
Thermal modulation and cryofocusing techniques also incorporate
an element of pre-concentration which can decrease (i.e., improve)
the limit of detection (LOD) of most systems. Pre-concentration is
also an important attribute for most of the portable gas chromato-
graphic instruments [64–71].

A common way to extract selected compounds from a bulk
solution is the use of solid-phase microextraction (SPME) [72].
This technique, however, is not frequently coupled to high-speed
GC because of the time required for analyte absorption onto the

Fig. 10. High-speed separations of a 10-compound mixture utilizing a cryogenic
focusing inlet and a time-of-flight mass spectrometer (TOFMS) for detection. Sep-
aration was performed using a 0.3 m×50 �m×0.17 �m OV-1 separation column
with 450,000 Pa of He carrier gas with a split flow of 400 mL/min. Retention
order is as follows: n-pentane, 2,3-dimethylbutane, n-hexane, benzene, n-heptane,
methylcyclohexane, toluene, trans-1,4-dimehtyl cyclohexane, n-octane and cis-1,4-
dimethylcyclohexane. Figure reprinted from reference [61] with permission.
Fig. 11. Chromatograms obtained using a microdialysis membrane probe for sam-
ple extraction. Analytes extracted from an aqueous solution containing 100 mM of
each compound. Chromatograms were collected using a 3 m×250 �m×0.25 �m
DB-1701 column with a carrier gas velocity of 3 mL/min. (Top) 10 replicate injections.
(Bottom) Detail of first injection. Retention order is as follows: ethanol, toluene,
isobutyl alcohol, o-xylene and hexanol. Figure reprinted from reference [76] with
permission, copyright 2008 American Chemical Society.

SPME fiber and the subsequent thermal desorption of the analytes
from the fiber into the GC inlet is on the order of several min-
utes [73–75]. One recent report [76] documents the use of a fast
microdialysis membrane probe to extract volatile compounds from
aqueous solutions; this probe was then coupled to a high-speed
GC system for analysis of the extracted compounds. An example
of the injection-to-injection reproducibility and a separation of
five extracted compounds is shown in Fig. 11. The microdialysis

membrane probe was immersed in an aqueous solution containing
ethanol, toluene, isobutyl alcohol, o-xylene and hexanol each at a
concentration of 100 mM. The probe was interfaced to a diaphragm
valve for injection directly onto the separation column. The sep-
aration of the five compounds used a 3 m×250 �m×0.25 �m
DB-1701 separation column and was completed in less than 30 s. All
five compounds (both polar and non-polar) exhibit signals above
the LOD, with four of the compounds having high signal-to-noise
responses. Utilizing this microdialysis membrane probe, while it
addresses an important application need, did result in a trade-off
since significant extra-column band broadening occurred. Ideally,
the peaks could be approximately 22 ms wide (as opposed to the
actual peak width of 1000 ms) as predicted by Eq. (40) and shown in
Fig. 7. The membranes were versatile in that they simultaneously
extracted both polar and non-polar compounds. Another appar-
ent advantage of these membranes, over SPME fibers, is their rapid
response time. The equilibration time for the microdialysis mem-
brane probe is on the order of seconds, with a desorption time
of approximately 1 s. These probes have potential applications in
the detection of volatile compounds that occur in biological sys-
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tems [77–79]. The LOD of these systems could also be improved by
coupling the microdialysis membrane probe with various trapping
techniques to further concentrate the compounds [80].

The miniaturization of the instrumentation components, most
often through micro-fabrication, has significantly reduced the
size of dead volumes, which if not intended can be a signif-
icant source of extra-column band broadening. Columns have
been successfully micro-fabricated from silicon wafers [81–84].
These micro-fabricated columns are typically fairly short (i.e.,
less than 3 m) and have small cross-sectional channel areas (i.e.,
100 �m×100 �m). Stationary phases, resulting in a relatively wide
range of chemical selectivity, have been successfully deposited
in the micro-fabricated channels via static and dynamic coat-
ing processes [81,84]. In one particular case, carbon nanotubes
were grown inside the channels [83]. This system also utilized
an on-chip resistive heater which allowed the separations to be
temperature programmed. Temperature programming rates on the
order of 60 ◦C/s were reported and resulted in separations of a
four compound mixture in less than 1.5 s. The micro-fabricated
chip was interfaced with synchronized dual valve injection [45]
to study the GC-chip device without introducing significant extra-
column band broadening. Connecting micro-fabricated columns
to standard injectors and detectors typically results in substantial
dead volumes. This problem is being circumvented by the micro-
machining of both injection valves [85] and detectors. For example,
a micro-FID has been reported [86] with a linear dynamic range of
six orders of magnitude and a mass LOD in the sub-nanogram range.
Alternative detection techniques such as chemiluminescence, are
also being explored [87]; this particular system reported short
response times and high sensitivity for a large range of volatile
organic compounds. Similar detectors have been used in two-
dimensional GC in the detection of sulfur containing compounds
in petroleum samples [88–90]. This particular sulfur chemilumi-
nescence detector (SDC) has a significant dead volume, however,
the resident time of the compounds in the detector were reported
to be approximately 5 ms. The detector electronics were modified
so that the detector could be used for high-speed GC×GC sep-
arations [89]. Overlay plots of SDC and FID signals for the same
separation were shown to prove the high-speed electronic modi-
fications eliminated the extra-column band broadening caused by
previous models of SCDs. Efforts have also been made toward the
development of highly selective detectors as a way to reduce the
time of analysis. One such detector is the aromatic selective ioniza-
tion detector (ArSLID) [91], which has a large dynamic range and

results in peak widths that are comparable to a conventional FID.

Multidimensional detection is being introduced to high-speed
GC as a way to circumvent the possible loss of peak capacity and/or
resolution that can occur in high-speed single dimension separa-
tions. A micro-fabricated differential mobility spectrometer (DMS)
demonstrates a good mass LOD of approximately 10–90 pg for
approximately 30 different volatile organic compounds of various
functionalities (aldehydes, ethers, esters and alcohols) [92–95]. A
miniature radio-frequency ion mobility spectrometer (RF-IMS) was
used as a detector for various volatile organic compounds [93].
This detector was implemented in the detection of insect attrac-
tants, which are used for insect management in planted fields. A
separation of a mixture of attractants obtained using this RF-IMS
detector is shown in Fig. 12. The separations were completed using
a 25 m SP-2300 separation column and took approximately 800 s.
This mixture contained five different non-pheromone attractants,
all of which are resolved and produce distinguishable signals in
the two dimensional GC-RF-IMS chromatogram. The advantage of
this particular type of DMS detector is its size and response time.
The drift region for this detector is 5 mm×15 mm×0.5 mm. A DMS
detector was utilized with a dual-column system as a means of
Fig. 12. Separation of an insect attractant mixture obtained using GC-RF-IMS
is shown. Separation was performed using a 25 m SP-2300 column with a
temperature program of 70–220 ◦C at 8 ◦C/min. Retention order is as follows:
R(+)-limonene, phenylacetaldehyde, 2-phenylethanol, methyl salicylate and methyl
2-methoxybenzoate. Figure reprinted from reference [93] with permission.

rapid detection of complex headspace samples [96]. This detector
was coupled with a micro-fabricated column resulting in minimal
extra-column band broadening [82]. The application of chemomet-
rics to high-speed GC samples [97] is another way to compensate
for incomplete separation. Chemometrics can be used to classify
the samples and to identify characteristics that distinguish the sam-
ples, in some cases only minimal separation of the compounds is
needed.

As mentioned earlier, there has also been a focus on developing
new stationary phases for high-speed GC. It is important that these
new materials have optimal mass transfer properties in order to

reduce the amount of on-column band broadening as expressed in
the CL term of the general Golay equation (Eq. (18)). One such phase
that has been used is monolayer protected nanoparticles (MPNs)
[98–100]. These particles have shown good mass transfer prop-
erties [99,100] and have been deposited in a square capillary to
demonstrate their nearly “ideal” coating properties [98] (i.e., min-
imal buildup in the corners of square channels). Scanning electron
microscopy (SEM) images of the MPN stationary phase deposited in
a (1.3 m×100 �m) square capillary are shown in Fig. 13. The MPN
stationary phase resulted in a film that was 13-nm thick (the aver-
age film thickness was determined to be 15 nm) in the middle of the
capillary wall (see Fig. 13B) and a thickness of 430 nm in the corners
of the capillary (see Fig. 13C). It is important to note that the buildup
in the corners only spans approximately 5 �m of the 100 �m cap-
illary wall. The separation of a three compound n-alkane mixture
obtained with the MPN coated square capillary is shown in Fig. 13D.
The peak shapes in the 3 s separation are essentially Gaussian, sug-
gesting that the minimal buildup in the capillary corners did not
negatively effecting the mass transfer properties of the stationary
phase. Studying this column in the absence of any extra-column
band broadening could have resulted in peak widths of approx-
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Fig. 13. Scanning electron microscopy (SEM) images of, and separations obtained w
phase. (A) SEM image of the MPN stationary phase. (B) SEM image of the stationary
of the square capillary. (D) Separation of a three compound alkane mixture obtained
and H2 carrier gas at 170,000 Pa. Figures reprinted from reference [98] with permis
imately 7 ms (as opposed to the actual peak width of 80 ms) as
predicted by Eq. (40) and shown in Fig. 7. Note that the higher than
ideal peak widths were due to the injection method used.

Other materials such as ionic liquids (ILs) and carbon nan-
otubes have been reported. Recently developed IL columns have
high thermal stability and have been utilized for the separa-
tion of a wide range of compounds [34,96]. In one particular
application [96], a novel IL column (2.8 m×250 �m×0.15 �m)
was paired with a commercially available RTX-1 separation col-
umn (2.8 m×250 �m×0.25 �m) in a dual column ensemble. This
particular ensemble was utilized to separate a mixture of 20 com-
pounds, several of which co-elute when the mixture is separated on
the individual columns, as shown in Fig. 14. The separations utiliz-
ing the commercially available and IL columns are shown in Fig. 14a
and b, respectively. The dual column ensemble allowed the flow to
be switched between the two columns as a means of tuning the
selectivity of the separation. The resulting separation is complete
in approximately 200 s and nearly all of the mixture compounds are
baseline resolved. Carbon nanotubes are advantageous for micro-
fabricated channels because they can be grown directly inside the
square capillary column coated with a thin film of dodecanethiol MPN stationary
along the capillary wall. (C) SEM image of the MPN stationary phase in the corner

the 1.3 m×100 �m square capillary coated with the MPN stationary phase at 75 ◦C
channel [83] instead of being deposited inside the already bonded
chip like traditional polymeric stationary phases.

Another recent development in high-speed GC has been in the
area of temperature programming. High-speed separations present
a challenge to temperature program due to the limitations of stan-
dard bench top instruments, consequently most high-speed GC
work has been isothermal. However, isothermal conditions usually
result in separations that do not fully utilize the separation space.
The temperature is only optimum for one region of the separation
due to the “general elution problem.” By isothermally optimizing
the temperature for the first part of the separation the compounds
eluting later in the separation are significantly broadened. In turn,
choosing to isothermally optimize the temperature for the later
eluting peaks usually results in co-eluting peaks in the front of
the chromatogram. The dilemma is referred to as the general elu-
tion problem; no single isothermal temperature provides optimal
resolution for the duration of a separation. The goal of a tempera-
ture program is to solve the general elution problem. Temperature
programming a separation dynamically reduces the k of the com-
pounds in order to optimize the resolution per separation time,
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Fig. 14. Chromatograms of a 20-compound mixture obtained using (a) commercial
2.8 m×250 �m×0.25 �m RTX-1 column, (b) 2.8×250 �m×0.15 �m immobilized
ionic liquid column and (c) dual column ensemble. All separations at 50 ◦C and
obtained using H2 carrier gas at velocities of∼54, 53 and 54 cm/s, respectively. Figure
reprinted from reference [96] with permission.

while reducing the widths of the resulting peaks [18]. Tempera-
ture programming is an effective way to decrease the amount of
time required to achieve a desired separation. The development
of a temperature-programmable high-speed GC system with a low
thermal mass resulted in temperature programming rates of 30 ◦C/s
and required approximately 1.3 min to cool from 300 to 30 ◦C [101].
This particular system utilized an insulted capillary, heating wire,
and a temperature sensor wire that are bundled together in a con-
ductive foil. A small fan is used to vent/cool the bundle at the end
of the heating cycle. It has always been very challenging to create a
reproducible temperature program at a rate high enough to be ben-
eficial to high-speed GC. One promising approach is directly heating
the column using resistive heating [64,102,103]. Previous attempts
at direct column resistive heating mentioned uneven heating and
extra-column band broadening due to inconsistencies in the metal
coating of the capillary [62,104]. New commercially available Sili-
costeel columns make direct resistive heating feasible and result
in reproducible temperature programs, with rates on the order
of 240 ◦C/s having been reported [105]. A 2.3 m×180 mm MXT-5
column was used to isothermally separate a mixture of seven n-

alkanes as shown in Fig. 15a. A voltage was then applied across the
column to produce a temperature program. The separation result-
ing from the application of 72 V (155 ◦C/s) is shown in Fig. 15b. The
temperature programmed separation has a more optimal use of
the separation space and also improves the signal-to-noise ratio
of the later eluting compounds. The actual peak width of the first
peak in the temperature programmed separation is higher than
those predicted by Eq. (40) and shown in Fig. 7. The actual peak
width for n-hexane in the temperature programmed separation
was 40 ms while the width predicted by theory (for an unretained
compound) is approximately 14 ms. Further optimization of the
separation conditions (including carrier gas velocity and temper-
ature programming rate) may have resulted in peaks widths closer
to the values predicted using Eq. (40).

High-speed temperature programming has also been achieved
by incorporating resistive heaters onto the chips contained the
micro-fabricated columns, as mentioned earlier [83,106]. These
heaters, however, only heat the channel from one side which, if
not properly engineered, may result in additional band broadening.
In one particular case [106], a mixture of n-alkanes was sepa-
rated using temperature programs on the order of 10 ◦C/s, resulting
Fig. 15. Isothermal and temperature programmed separations of a seven com-
pound n-alkane mixture (retention order: n-hexane, n-octane, n-nonane, n-decane,
n-undecane, n-dodecane and n-tridecane). Separations were obtained using a
2.3 m×180 �m×0.4 �m MXT-5 column and H2 carrier gas at an absolute head
pressure of 620,000 Pa. (a) Isothermal separation at 110 ◦C. (b) Temperature pro-
grammed separation 110–220 ◦C at 155 ◦C/s. Figures reprinted from reference [105]
with permission.

in a separation of C5–C16 n-alkanes. This particular system uti-
lized a 25 cm micro-fabricated column with a 150 �m×250 �m
cross-section and coated with a 1–2 �m thick film of RTX-1. The

micro-fabricated chip contained an integrated on-chip heater with
temperature and pressure sensors which allowed for programming
of both temperature and pressure. Adjusting the temperature pro-
gramming rate allowed for the separation of a subset of compounds
within the large mixture as shown in Fig. 16. Using a shallow tem-
perature program is ideal for separating out the lighter compounds
(C5–C9), while the heavier compounds (C10–C16) require a steeper
temperature program. This report also proposed the idea of run-
ning multiple micro-fabricated systems in parallel as a means of
optimizing the temperature programming, and separation, of larger
mixtures. Using these columns in a fully micro-fabricated system
has the potential of reducing the amount of extra-column band
broadening which could result in peak widths closer to those pre-
dicted in Eq. (40) and shown in Fig. 7 (approximately 4 ms for a
25 cm×100 �m column).

Looking toward the future, as the individual components of
high-speed GC analyzer systems are optimized, the performance
of this analyzer will approach the time frame of a chemical sensor.
By using short capillary columns with small inner diameters, the
widths of the results chromatographic peaks can be significantly



716 V.R. Reid, R.E. Synovec / Talan

[49] M.S. Klee, L.M. Blumberg, J. Chromatogr. Sci. 40 (2002) 234.
Fig. 16. Separations of a gas mixture (C5–C16) obtained using a micro-fabricated
column (25 cm with a 150 �m×250 �m rectangular channel) coated with 1–2 �m
of RTX-1 with an on chip heater and air as the carrier gas at 25 cm/s. (a) Isothermal
separation at room temperature. (b) Temperature programmed from 25 to 130 ◦C at
300 ◦C/min. (c) 25 to 130 ◦C at 600 ◦C/min and (d) 50–130 ◦C at 600 ◦C/min. Figure
reprinted from reference [106] with permission.

reduced (as shown in Fig. 7). With the reduction of injection pulses
and detector dead volumes, the amount of extra-column band
broadening introduced into the system can be greatly reduced.
While synchronized dual valve injection was adequate in exper-
imentally demonstrating that the ideal band broadening can be
achieved, it suffers from a poor LOD; hence, future developments
in low thermal mass, high-speed thermal modulation injection
approaches should be developed. Operating a system with opti-
mized components should result in separations with efficiencies,
plate heights and peak widths that are similar to theoretically deter-
mined values. The developments of ūopt theory that have been
reported herein should provide readers with a starting point for
the optimization of experimental parameters, and a means to com-
pare one set of experimental results to another. It is important to
note that 10 cm columns with 50 �m inner diameters result in the

highest values of efficiency per unit time. Effectively utilizing these
separation columns will require further developments of in all
areas of GC instrumentation (injection, separation and detection).
For example, the smallest reported injection pulses (approximately
0.5 ms [45]) are approximately the same size as the predicted peak
width, which leaves no room for on-column band broadening. Even
micro-fabricated detectors with low dead volumes introduce a sig-
nificant amount of band broadening when working with such small
capillaries (combination of dc and length). These ultra short, narrow
dc capillaries require new instrumentation developments, which is
the impetus for more creative thinking and solutions to the chal-
lenges to make the ideal (column limited band broadening) become
the reality.
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In a traditional quartz crys
wafer is employed becaus
region. But when a QCM is
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with one side facing water
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and viscodensity of liquid
possesses low dF/dT value
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1. Introduction
Piezoelectric quartz crystal resonators have widely been utilized
ot only for time keeping devices but also for chemical sensors
1–3]. A quartz crystal microbalance (QCM) is a useful tool to
rovide the information related to the changes in mass and proper-
ies of the interfaces in real time [4–8]. A QCM comprises a thin,
ibrating, AT-cut quartz crystal wafer sandwiched between two
etal-film electrodes across which an alternating electric field is

pplied. It was worthy to note that the AT-cut is a quartz crystal
isc with a special cut angle (ϕ = 35.25◦) in yxl orientation (see
ig. 1). The advantage of the AT-cut quartz crystal resonator is that it
ossesses low frequency–temperature coefficients (dF/dT) in room
emperature region, which is helpful for the applications of QCM in
aseous sensors. When a QCM is in contact with a liquid phase, its
esonant frequency is related to the surface mass-loading as well
s the properties of the liquid [9–12], such as viscosity, density,
onductivity and permittivity. Because these liquid properties are
emperature dependent, the values of dF/dT of the QCM in a liquid
hase depend mainly on the temperature characteristics of the liq-
id properties. It was shown that an increase in the viscodensity of
he liquid phase results in a decrease in the oscillating frequency of
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icrobalance (QCM), an AT-cut (cut angle ϕ = 35.25◦ in yxl orientation) quartz
as low frequency–temperature coefficients (dF/dT) at room temperature
ntact with a liquid phase, its frequency is also related to the properties of
re dependent. The value of dF/dT is about 20 Hz/◦C for a 9 MHz AT-cut QCM
is work, a group of QCMs in new cut angles were prepared. The influence of
temperature characteristic, response sensitivities to surface mass loading
investigated. An intrinsically temperature-compensated QCM sensor that

aqueous solution was reported. When a 9 MHz QCM with ϕ = 35.65◦ was
side, its dF/dT value is close to zero at ca. 25 ◦C and its averaged value of

temperature range of 23–27 ◦C. The frequency responses to surface mass
id phase are very close among the QCMs with the cut angles in the range
temperature-compensated QCM was applied to investigate the alternate

c polyelectrolyte and silica nanoparticle.
© 2008 Elsevier B.V. All rights reserved.

the QCM in the liquid [9,10]. Because the viscodensity of the liquid
was decreased with increasing temperature, an increase in fre-
quency for the QCM was expected. Hence, the value dF/dT of a QCM
in liquid phase is much greater than that in air. As the values of dF/dT
of quartz resonators themselves are related to the cut angle [13,14],

it is possible to fabricate an intrinsically temperature-compensated
QCM for the applications in liquid phase.

In this contribution, twelve quartz crystal wafers with
ϕ = 35.15–35.7◦ were used to fabricate liquid phase QCM sen-
sors. We presented the experimental results for the Y rotational
cut QCMs with different cut angles in liquid phases. The point
with dF/dT = 0 in liquid was obtained for the QCMs in a spe-
cial cut angle in a given temperature. The QCM with low
frequency–temperature coefficients was expected to increase its
signal-to-noise ratio, which, in turn, yields lower detection limit
and a higher frequency resolution of the sensor. The intrinsically
temperature-compensated QCM sensor was applied to investigate
the alternate adsorption processes of cationic polyelectrolyte and
SiO2 nanoparticle.

2. Experiment

2.1. Apparatus and reagents

The quartz crystal wafers were prepared by polishing a group of
Y rotational cut plates from a quartz crystal. Twelve cut angles were
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Fig. 1. The yxl orientation for Y-rotated cut quartz crystal wafer. ϕ is the cut angle.

used in the range of ϕ = 35.15–35.7◦ with an interval of 0.05◦.The
cut angle was measured by a DG-3 high precision X-ray crys-
tal orientation instrument (Dandong Qibao Electrical Equipment
Plant, China) with precision of 15′′. The diameter of the Y-rotated
cut quartz crystal wafers was 18 mm. The wafer was polished to
0.1845 mm by a polish machine. Two “key-hole” shaped gold elec-
trodes with a diameter of 8 mm were evaporated in center of the
crystal wafer on a chromium adhesion layer. The intrinsic frequency
of the resonators was 9000 kHz. The resonant frequencies of the
QCMs were measured in a precision impedance analyzer (Agilent
4294A) through 16047E test fixture for axial lead components. A
user program written in Visual Basic 6.0 was used to control the
impedance analyzer and to acquire and process data. To obtain a
better estimation for the resonant frequency of a QCM, an averaged
method described in a previous paper was used [15].

3-Mercaptopropionic acid (MPA, 99%) was obtained from
Aldrich Chemical Co. Polydiallyldimethylammonium chloride
(PDADMAC), with an averaged molecular weight of 1.2×106 was
obtained from Shandong Binzhou Chemical Plant. Silica particle
was purchased from Cabot Co. The diameter of the particles was
ca. 10 nm. Analytical-reagent grade chemicals and doubly distilled
water were used.

2.2. Measurement of the frequency–temperature coefficients of
the QCMs
To measure the value of dF/dT of a QCM itself, the QCM and a
temperature probe were mounted in a 100 ml sealed flask. The flask
was put into a thermostatic water bath. The temperature in water
bath was increased at a rate of 1 ◦C/min. The resonant frequency of
the QCM (F) and the temperature (T) in flask were recorded as the
function of time (t) by a computer. The curves of T versus t and F ver-
sus t were regressed by a cubic polynomial model. Based on the two
regressed equations, a smoothed curve of F versus T was obtained
and the value of dF/dT was calculated. In the temperature experi-
ment of QCM in a liquid phase, a quartz crystal wafer was mounted
to a glass detection cell by two O rings with one side exposed to
the solution. A thermostatic water jacket was added in the wall of
the detection cell. The rough and slanting cell design was used to
eliminate the longitudinal wave effect of the QCM [16]. A temper-
ature probe was put in cell close to quartz wafer. Fifty milliliters of
cool water (ca. 8 ◦C) was added in the cell. The temperature in the
cell was increased at a rate of 1 ◦C/min by the thermostatic water
jacket. Under a mild stir, the curves of T versus t and F versus t
were recorded. The value of dF/dT was calculated by the approach
described above.
(2008) 803–808

2.3. Measurement frequency shifts of QCMs in mass deposition
process

In the experiment to test the mass effect, a gold layer was added
on the electrode surface of the Y-rotated cut QCMs by a vacuum
deposition method. To obtain a uniform gold layer, the QCMs were
symmetrically mounted on the platform that was rotated at a rate
of 15 rpm. After a deposition time of 5 min, the resonant frequencies
of the QCMs were measured. Then a new gold layer was deposited
on the QCMs and their resonant frequencies were recorded again.
Ten stepwise deposition processes were executed and the total fre-
quency decrease was up to ca. 9 kHz.

2.4. Monitor the alternate adsorption processes of PDADMAC and
SiO2 nanoparticle

In the alternate adsorption experiment, the gold electrodes of
the QCMs with ϕ = 35.25◦ and 35.65◦ were first cleaned by dipping
into a hot solution of 30% H2O2/concentrated H2SO4 (50/50, v/v)
for 30 s, washed by distilled water, and immersed in a solution of
1 mM MPA in ethanol overnight (15–24 h). Thus, a self-assembled
monolayer (SAM) with carboxyl groups was coated on the gold elec-
trodes of the QCM. The SAM-modified QCM was rinsed by ethanol
and distilled water. Then the QCM was dried by a stream of nitro-
gen and mounted in the detection cell. Fifty milliliters of phosphate
buffer (pH 7, 1 mmol L−1 Na+) was added into the detection cell.
After the stability of the baseline, a requisite amount of PDADMAC
solution was added in the cell and the frequency shifts of the QCM
were recorded with a time interval of 5.6 s. When a stable frequency
shift was obtained, the cell was washed by the phosphate buffer.
The adsorption of SiO2 nanoparticle onto the pre-adsorbed PDAD-
MAC film was started by adding SiO2 nanoparticle solution into the
cell. After washed by phosphate buffer, PDADMAC was added to the
cell again to assemble the second PDADMAC adsorbed layer. Then
the cell was washed and SiO2 nanoparticle was added into the cell
for the second time. The adsorbed amounts were monitored in real
time according to the frequency shifts of the QCM.

3. Results and discussion

3.1. Frequency–temperature coefficients of Y-rotated cut quartz
resonators in air
Low frequency–temperature coefficient is useful to improve the
detection limit of a QCM sensor. In order to reduce the value of
dF/dT of a QCM sensor in a liquid phase, the quartz resonator that
has a given negative dF/dT value in air may be superior to the
classical AT-cut one in which there is dF/dT≈0 in air at ca. 26 ◦C.
To explore the possibility of yielding an intrinsically temperature-
compensated QCM in aqueous solution, the quartz wafers with
different cut angles were prepared. The values of dF/dT of these
QCMs in air were measured and illustrated in Fig. 2. It can be seen
that the cut angle is an important parameter to influence the val-
ues of dF/dT of the Y-rotated cut quartz resonators. For example, the
dF/dT values of the quartz resonators at 25 ◦C were changed from
5 to −23 Hz/◦C when the cut angle was increased from 35.15◦ to
35.70◦. The positive temperature coefficients were obtained for the
resonators with ϕ < 35.25◦. Negative dF/dT values were obtained for
the quartz resonators with ϕ > 35.25◦. As the cut angle increases, the
|dF/dT| values increased. In the temperature range of 15–35 ◦C, the
AT-cut resonator (ϕ = 35.25◦) has the lowest |dF/dT| values among
the twelve resonators prepared. Consequently, the QCM sensors in
gaseous phase by using AT-cut quartz resonator will offer a largest
signal-to-noise ratio, which, in turn, yields lowest detection limit.
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Fig. 2. Influence of the cut angle and temperature on the frequency–temperature
coefficients of Y-rotated cut quartz resonators in air.

3.2. Frequency–temperature coefficients of Y-rotated cut QCMs in
water

The frequency of a QCM in a liquid phase is related to both the
surface mass loading and liquid properties, especially the viscosity
(�) and density (�) of the liquid [9–12]. As the liquid properties
are usually temperature dependent, the frequency–temperature
characteristic of a QCM in liquid is different from that in air. The
frequency shifts of the twelve Y-rotated cut QCMs in water were
measured and illustrated in Fig. 3. With increasing liquid temper-
ature, the frequency shifts of the QCMs with ϕ < 35.55◦ increase.
But the total frequency shifts were decreased as the cut angle
increases. A decrease in total frequency shift with increasing liq-

Fig. 3. Influence the cut angle on frequency shifts of Y-rotated cut QCMs with one
side facing water during an elevating temperature process.
Fig. 4. Influence of the cut angle and temperature on the frequency–temperature
coefficients of Y-rotated cut QCMs with one side facing water.

uid temperature was observed in QCMs with ϕ > 35.55◦. With the
frequency shift used, good reproducibility was obtained of these
frequency–temperature curves. For a consideration of the concision
in the figure, the error bars were not given in the figure.

Based on the data in Fig. 3, the values of dF/dT were estimated
and shown in Fig. 4. It can be seen that the dF/dT values of the
QCMs in water were much different from those of the resonators
in air (see Fig. 2). It is worthy to note that the value of dF/dT was
20 Hz/◦C for the AT-cut QCM in water at 26 ◦C. The reason is that
the values of � and � of water decrease as the liquid temperature
increases. According to Kanazawa [9], the frequency of an AT-cut
QCM decreases linearly with increasing (��)1/2. Thus, positive dF/dT
values were obtained for the AT-cut QCM in water in despite of the
dF/dT value of the resonator itself is close to zero.

As seen in Fig. 2, the Y-rotated cut QCMs with ϕ > 35.25◦ have
negative dF/dT values in air. When contacting with water, the Y-
rotated cut QCMs with ϕ > 35.25◦ had smaller dF/dT values than the
most common used AT-cut QCM. The points with dF/dT = 0 in water

were available for the QCMs with ϕ≥35.55◦. As the cut angle was
increased further, the point with dF/dT = 0 was shifted to lower tem-
perature. Thus, it is possible to obtain a QCM with low dF/dT value
at a given temperature range by a specially designed cut angle. For
example, there is dF/dT = 0 for the QCM with ϕ = 35.65◦ in water
near-by 25 ◦C, which is especially suited for sensing applications in
aqueous solutions. In the temperature range of 23-27 ◦C, the aver-
aged value of |dF/dT| is 0.6 Hz/◦C for the QCM with ϕ = 35.65◦, which
is only 3% of that of the AT-cut QCM. Hence, an approximate 10-fold
improvement in detection limit may be achieved by using the QCM
with ϕ = 35.65◦ instead of the AT-cut QCM.

3.3. Mass sensitivity of Y-rotated cut QCMs

According to the Sauerbrey equation [17], the frequency shift
(�F) and the mass loading (�m) is expressed in Eq. (1):

�F = −2f 2
0 �m

A
√

C ′66�q
(1)



806 D. Shen et al. / Talanta 76 (2008) 803–808
Fig. 5. Frequency shifts of cut angle of the rotational QCMs in the vacuum deposition
process of gold on the electrodes. The curves were vertically moved for drawing
clarity.

where f0 is the fundamental resonance frequency, A is the area for
mass deposition, �q = 2.649 g/cm3 is the density of quartz crystal,
respectively. C ′66 is a component of the elastic stiffness at the con-
stant electric displacement of the Y-rotated cut quartz plate. The
relationship between C ′66 and ϕ is given by [18]:

C ′66 = CD
66 cos2 ϕ + CD

44 sin2 ϕ + 2CD
14 sin ϕ cos ϕ (2)

where CD
66 = 40.64 GPa, CD

44 = 57.97 GPa, CD
14 = −18.09 GPa are the

elastic stiffness of the quartz crystal [18], respectively.
According to Eq. (2), when ϕ was increased from 35.15◦ to

35.70◦, the C ′66 value for quartz plates was increased from 29.35
to 29.40 GPa. The relative increase is only 0.17%, which results in a
relative decrease of 0.085% in the mass sensitivity in Eq. (1). Hence,
the mass sensitivity of the QCMs used will be very closed to that of
the AT-cut QCM, which was supported by the experimental results

in Fig. 5. In this experiment, a gold layer was deposited on the
electrode of the QCM by a vacuum deposition method. The mass
deposited was calculated from the frequency shift of the AT-cut
QCM by using Eq. (1). It can be seen that the frequency shifts from
the Y-rotated cut QCMs with cutting angle deviated slightly from
the AT-cut are very close to those from the AT-cut QCM in the depo-
sition process. In other words, the Y-rotated cut QCMs prepared
with ϕ in the range of 35.15–35.70◦ have very similar sensitivity to
the mass loading change onto their electrode surfaces as the AT-cut
QCM. The averaged sensitivity to surface mass of these QCMs was
−183±4 Hz �g−1 cm2.

3.4. Response of Y-rotated cut QCMs to viscodensity of the liquid
phase

When a QCM was faced a liquid phase with one side, the non-
mass effect of this configuration QCMs is mainly the viscodensity of
the liquid. Kanazawa and Gordon [9] derived the following equa-
tion, which expresses the frequency shift of the QCM in contact
Fig. 6. Frequency shifts during the adsorption processes of PDMAAC and nanopar-
ticle of SiO2. (I) Baseline of QCMs with (1) ϕ = 35.25◦ and (2) ϕ = 35.65◦; (3 and 4):
temperature drafts in measurement of curves 1 and 2; (II) frequency shifts of QCMs
with (5) ϕ = 35.25◦ and (6) ϕ = 35.65◦ during the adsorption of 100 mg L−1 PDMAAC
on SAM of MPA; (III) frequency shifts of QCMs with (7) ϕ = 35.25◦ and (8) ϕ = 35.65◦

during the adsorption of 50 mg L−1 SiO2 nanoparticle onto the pre-adsorbed PDAD-
MAC layer. Measuring media: 1 mmol L−1 phosphate buffer of pH 7. The experiments
were performed in room temperature of 25 ◦C. The curves were vertically moved for
drawing clarity.

with a Newtonian liquid.

�F = −

√
f 3
0 ��

�C ′66�q
(3)

As discussed above, the values of C ′66 were very close in these Y-
rotated cut QCMs prepared. According to Eq. (3), these QCMs will
have similar frequency responses to (��)1/2 of the liquid, which
is supported by the experimental results. It was revealed that the
frequencies of these Y-rotated cut QCM sensors decrease linearly
with increasing (��)1/2 value. The slopes of the plotting of �F versus
(��)1/2 were close in the 12 QCMs. The mean of ∂F/∂(��)1/2 in the 12
QCMs was−1.82±0.06×104 g−1 cm2 s−1/2, which is a little greater
than the expected value of −1.73×104 g−1 cm2 s−1/2 in Eq. (3).
3.5. Comparison of the baseline drift of QCM sensors

Usually, the frequency shift is used as the measuring signal of
a QCM sensor. Hence, a stable baseline is necessary in the appli-
cations of the QCM sensors. Because the frequency of the AT-cut
QCM in liquid phase is temperature dependent, it is very impor-
tant to keep a constant liquid temperature during an experimental
measurement. To demonstrate the advantage of the intrinsically
temperature-compensated QCM sensor, its baseline was compared
with that of the AT-cut QCM. As seen in Fig. 6, the baseline draft
of the QCM with ϕ = 35.65◦ was much less than that of the AT-cut
QCM. In this experiment, the detection cell without a thermostatic
water jacket was used. During the measurement of the baselines,
a rise in liquid temperature of ca. 0.4 ◦C was observed due to the
mechanical and heat energy from the magnetic mixer. The baseline
drafts were 8.3 Hz for AT-cut QCM and only 0.4 Hz for the QCM with
ϕ = 35.65◦. The much lower baseline drift in the QCM with ϕ = 35.65◦

is a useful characteristic for its practical applications in which the
detection cell even without constant temperature device can be
used.
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nanoparticle

ka (s−1 L mg−1) K (L/g) �∞ (mg/m2)

0.0643 12.50 2.21
0.0198 37.9 7.56
0.0487 7.84 3.55
0.0165 27.2 15.2
D. Shen et al. / Tala

Table 1
Regressed parameters for the alternate adsorption processes of PDADMAC and SiO2

Surface Adsorbate

SAM of MPA on gold PDADMAC
First PDADMAC adsorption layer SiO2 nanoparticle
SiO2 adsorption layer PDADMAC
Second PDADMAC adsorption layer SiO2 nanoparticle

3.6. Monitor the alternate adsorption processes of PDADMAC and
SiO2 nanoparticle by intrinsically temperature-compensated QCM
sensor

Polyelectrolytes have been found widespread applications in
many industrial processes and in numerous products of our daily
life [19,20]. An important property of polyelectrolytes is their ten-
dency to adsorb onto solid surfaces [21]. Polyelectrolyte adsorption
to charged interfaces is a fundamental problem throughout the
natural sciences and in many technological applications. Experi-
mentally, the adsorption behavior of polyelectrolyte systems has
been studied quite extensively by various techniques [22–28]. In
this work, the interaction between polyelectrolyte and nanoparti-
cle was studied by the QCM sensors. A polyelectrolyte–nanoparticle
system was chosen because such systems were applied in many
industrial processes such as paper making, paints, coatings and
ceramic processing [29–31].

In the alternate adsorption experiments, an SAM film with car-
boxyl groups was firstly coated on the gold electrodes of the QCM
by adsorption of MPA. As shown in Fig. 6, the PDADMAC cation
can be adsorbed on the negative charged SAM film of MPA. The
frequency shift of the QCM approached to a stable level after an
adsorption time of 15 min. After the adsorption, the adsorbed layer
was washed by the measuring medium. The adsorption of PDAD-
MAC onto the SAM is strong enough to keep from washing off by
the medium. When SiO2 nanoparticle was added into the detection
cell, the frequency of the QCM decreases again, which indicates the
adsorption of SiO2 nanoparticle onto the pre-adsorbed PDADMAC
adsorbed layer. The reason is that the surface was positively charged
after the adsorption of the PDADMAC layer.

The kinetic of an alternate adsorption process consists of a rapid
adsorption process and a slow conformation rearrangement pro-
cess [19,21]. Hence, in the adsorption process of PDADMAC or SiO2
nanoparticle, the frequency shifts of the QCM with ϕ = 35.65◦ were
analyzed by the model in Eq. (4).
�F =�F1e−k1t +�F2e−k2t −�F0 (4)

where �F0, �F1 and �F2 are the regressed parameters, t is the
adsorption time, k1 and k2 are the observed rate constants, respec-
tively. The first term in the right of Eq. (4) corresponds to the rapid
increase in mass adsorbed in the early adsorption process. The sec-
ond term denotes a slow increase in mass adsorbed in the later
conformation rearrangement process.

For the purpose of comparison, the frequency shifts from an
AT-cut QCM were also measured during the alternate adsorption
processes. It can be seen that the frequency responses from the two
QCM sensors were similar in the early adsorption processes. But in
later conformation rearrangement process, the frequency decrease
arising from the adsorption was small and it was partly offset by
the baseline draft in the AT-cut QCM sensor.

In the early adsorption process, the frequency shifts of the QCM
with ϕ = 35.65◦ can also be fitted by the model in Eq. (4) without
the second term of �F2 and k2. The reason is that the conformation
rearrangement of the adsorbed layer is a slow process and the mass
change is small, i.e., k1� k2 and |�F1|� |�F2|. The contribution of
the second term containing �F2 and k2 was included in the first
Fig. 7. Adsorption isotherms of PDADMAC and SiO2 nanoparticle in the alternate
adsorption. (1) PDADMAC onto SAM of MPA. (2) PDADMAC onto first pre-adsorbed
SiO2 nanoparticle layer. (3) SiO2 nanoparticle onto the first pre-adsorbed PDADMAC
adsorbed layer. (4) SiO2 nanoparticle onto the second PDADMAC adsorbed layer.

term in the data fitting calculation. It was shown that there was
good linearity between k1 and the concentration of absorbate (C).
The slopes of k1 versus C were treated as the adsorption rate con-
stants (ka) and listed in Table 1. It was revealed that the adsorption
rate constants for the second adsorbed layers are a little less than
those of the first ones in the alternate adsorption processes.

According to Sauerbrey equation in Eq. (1), the adsorption
isotherms for PDADMAC and SiO2 nanoparticle were shown in

Fig. 7. It was revealed that these adsorption isotherms were well
fitted by the Langmuir equation in Eq. (5).

� = �∞KC

1+ KC
(5)

where �∞ is the saturated adsorbed mass, K is the adsorption
equilibrium constant. According to the adsorption isotherms, the
values of K and �∞ were evaluated and listed in Table 1. It can
be seen that the adsorption equilibrium constants of the sec-
ond adsorbed layers are less than those of the first ones. But the
saturated adsorbed masses for the second adsorbed layers of PDAD-
MAC or SiO2 nanoparticle are greater than those of the first ones.
These results suggested that there are conformational differences
between the alternately adsorbed layers for cationic polyelectrolyte
and silica nanoparticle.

4. Conclusions

The experimental results described above demonstrated that
the frequency–temperature characteristic of a QCM sensor can be
adjusted by the cut angle of the quartz crystal wafers. When a QCM
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sensor is in contact with a liquid phase, its frequency–temperature
coefficient is related to temperature characteristic of the resonator
itself and the properties of the liquid. In a traditional AT-cut QCM
of 9 MHz, there is dF/dT≈0 in air while dF/dT≈20 Hz/◦C in water
nearby 26 ◦C, respectively. But in a 9 MHz QCM with a cut angle of
35.65◦, the value of dF/dT was about−20 Hz/◦C in air while close to
zero in water. The intrinsically temperature-compensated sensor

was expected to enhance the signal-to-noise ratio, which, in turn,
to improve its detection limit in liquid phase. It was shown that
the frequency responses to mass and viscodensity are very close
among the Y-rotated cut QCMs with the cut angles in the range
of 35.15–35.7◦. The applicability of the QCM in new cut angle was
demonstrated in monitoring the alternate adsorption processes of
polyelectrolyte and nanoparticle.
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1. Introduction
The need for more samples to be tested for an ever-increasing
range of complex substances under more defined performance cri-
teria has resulted in an increased demand for sensitive but robust
analytical methods capable of high-throughput and with simple
sample preparation procedure. Recent advances in bio-analytical
sciences have greatly facilitated this need. One of the most fre-
quently exploited techniques is real-time biospecific interaction
analysis (BIA) utilising surface plasmon resonance (SPR) technology
that is now widely used in many life science research applications
[1–4]. The advantage of SPR biosensor method over other technolo-
gies is the ability to deliver rapid and reliable analyte detection in
real-time, without the use of labels. The applicability of this tech-
nology in the fields of animal health monitoring and food analysis
has made a valuable addition to the spectrum of analytical tools
available.

A number of different commercial SPR platforms exist, but
the technology provided by the GE Healthcare Company, Biacore
(Biacore AB, Uppsala, Sweden) is a popular choice for method
developers in food diagnostics [5,6]. Biosensor analysis based on
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) based biosensor technology has been widely used in life science research
e advantages of speed, ruggedness, versatility, sensitivity and reproducibil-
earchers have experienced severe problem of non-specific binding (NSB)
ing analysis of biological samples such as bovine serum. Using the direct
tein leptin, present in bovine serum samples as a model, a unique buffering

optimised which was able to significantly reduce the non-specific inter-
nents with the carboxymethyl dextran chip (CM5) surface on a Biacore SPR
ffering system comprised of HBS-EP buffer, containing 0.5 M NaCl, 0.005%
e NSB reduction (n = 20) of 85.9% and 87.3% was found on an unmodified
ovine leptin immobilised on the chip surface, respectively. A reduction in
on both surfaces. The concentration of the constitutive components and
achieving this outcome.

© 2008 Elsevier B.V. All rights reserved.

carboxymethylated dextran (CM-dextran) surfaces has provided a
reliable platform for the rapid determination of a wide range of
compounds relevant to food safety and quality, and an equally wide
variety of food and related sample types. But while the advantages
of speed, ruggedness, versatility, sensitivity and reproducibility are

often quoted, many researchers have experienced severe problem
of non-specific binding (NSB) in biological samples. It is gener-
ally recognized that matrix interference, resulting in interaction
between components of biological specimens and the sensor chip
surface, is a major technical difficulty in assay development and
has, more than any other single factor, limited the success of SPR
biosensor system in the study of binding events in complex biolog-
ical samples such as serum and blood due to an inability to control
non-specific adsorption [7].

A number of strategies have been employed to resolve the prob-
lem of NSB in real-time BIA applications with various degrees of
success. In some cases, worthwhile reductions in NSB have been
achieved and workable assays have been developed. For example,
Johnsson et al. introduced a simple precipitation step using sat-
urated ammonium sulphate (SAS) to remove proteins of bovine
serum and reported the development of a sensitive bioassay for
the detection of drug residue (benzimidazole) in bovine serum [8].
However, this technique is not suitable for analysis of proteins since
the precipitation step will remove all proteins from the serum sam-
ple. No apparent success has been reported in applications where
the direct measurement of an analyte present in bovine serum on
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carboxymethylated dextran coated biosensor surfaces. Masson et
al. claimed that better performance could be obtained for bovine
serum assay by replacing the CM-dextran with other biocompat-
ible polymers [9]. High-throughput analysis of serum samples is
highly dependent on an ability to assay samples directly and with-
out the need to perform time-consuming and expensive sample
preparation prior to analysis.

The present study used the measurement of bovine leptin pro-
tein in bovine sera as a model to investigate the possibility of
assembling a buffering system to minimise non-specific binding
of bovine serum components to the surface of a CM-dextran coated
chip (CM5). Leptin, a 146 amino acid peptide hormone (16 kDa) is
produced and released from adipocytes [10], and is one of a group
of potential protein biomarkers for the detection of anabolic steroid
misuse in cattle.

2. Experimental

2.1. Instrument and reagents

The SPR biosensor instrument (Biacore® Q), carboxymethy-
lated dextran coated sensor chips (CM5 research grade), HBS-EP
buffer (10 mM HEPES, 150 mM NaCl, 3.4 mM EDTA, 0.005% P20,
pH 7.4), the amine coupling kit containing N-hydroxysuccinimide
(NHS), N-ethyl-N′-(3-diethyl-aminopropyl) carbodiimide (EDC),
and ethanolamine hydrochloride (pH 8.5) were obtained from Bia-
core AB (Uppsala, Sweden). Biacore control software (version 3.0.1)
was used for instrument operation and data handling. Recom-
binant bovine leptin (purity >95%) was purchased from Oxford
Bio-Innovation Ltd (DSL-OBL, Oxon, UK). Synthetic leptin frag-
ment (77SNDLENLRDLLHLLAA92) was supplied by AgriFood and
Biosciences Institute (AFBI, Belfast, UK). Anti-leptin antibody was
raised in guinea pigs against recombinant ovine leptin (a gift from
Professor Arieh Gertler of the Hebrew University of Jerusalem,
Israel) and has been used in radioimmunoassay (RIA) for the
analysis of both bovine and ovine leptin. Carboxymethyl dextran
sodium salts (MW: 75, 500, and 2000 kDa) were purchased from
Ssens (Hengelo, The Netherlands). Sodium dihydrogen orthophos-
phate and di-sodium hydrogen orthophosphate were purchased
from BDH Laboratory Supplies (Poole, UK). Carboxymethyl dex-
tran sodium salt and all other chemicals were purchased from
Sigma–Aldrich (Poole, UK). Deionised water was obtained using
Millipore reverse osmosis and Milli-Q water polishing systems.
Tris–HCl buffer (pH 7.4) was prepared by mixing 44.2 ml 0.1 M
solution of tris (hydroxymethyl aminomethane) and 50 ml of
0.1 M HCl, and then diluted to a total of 200 ml with deionised
water. Phosphate buffer (pH 7.2) was prepared by mixing 28 ml
of 0.2 M solution of sodium dihydrogen orthophosphate and 72 ml
of 0.2 M solution of di-sodium hydrogen orthophosphate. Non-
specific binding buffer (NSB buffer) was based on HBS-EP (10 mM
HEPES, 3 mM EDTA and 0.005% Tween 20) contained 0.5 M NaCl
and 0.005% CM-D500, and was adjusted to pH 9.0 using 1 M NaOH.

2.2. Methods

2.2.1. Preparation of the SPR sensor chip surface
Modified coupling procedures described previously by Johnsson

et al. [11] were used for external immobilisation of recombinant
bovine leptin or leptin peptide fragment onto the surface of a CM5
sensor chip. Briefly, the chip surface was activated with 50 �l of a
mixture of 0.4 M (EDC) and 0.1 M (NHS) (1:1; v/v) for 20 min at
ambient temperature on bench. The reactant was removed and
50 �l of leptin peptide fragment (1 mg ml−1 in 10 mM sodium
acetate, pH 4.5) or whole bovine leptin (500 �g ml−1 in 10 mM
(2008) 832–836 833

sodium acetate, pH 4.5) was added and allowed to remain in contact
with the chip surface for 2 h (peptide fragment) or overnight (whole
leptin) at ambient temperature. Unreacted sites were blocked by
the addition of 50 �l of 1 M ethanolamine (pH 8.5) for 20 min at
room temperature. The reactant was removed and the chip surface
was washed with deionised water and then dried under a stream
of nitrogen gas. The prepared chip was stored at 4 ◦C in the present
of desiccant.

2.2.2. Rmax determinations
Rmax is the maximum binding capacity of the surface ligand

(peptide) for the anti-peptide antibody, as measured in resonance
units (RUs; where 1000 RU≈1 ng mm2 for proteins). Rmax pro-
vides useful information about the ability of immobilised ligand
and binding partner to interact. Rmax values were obtained by
injecting high concentrations of antibody (e.g. ×10 dilution) over
the chip surface at a low flow rate (5 �l min−1) for up to 10 min
(injection time). The increase in relative response units over this
period is denoted as the Rmax value.

2.2.3. Preparation of bovine serum
Bovine serum was prepared by centrifugation (2500 rpm,

15 min) of clotted bovine blood obtained from local cattle. Serum
samples were diluted 10-fold with appropriate buffer prior to anal-
ysis.

2.2.4. SPR biosensor assay
All experiments were performed on a Biacore® Q and Eval-

uation software 1.0 was used for data analysis. Freshly diluted
bovine serum was mixed with the same volume of diluted anti-
body and injected over the sensor chip surface for 4 min at a flow
of 20 �l min−1. The surface was regenerated by a 1-min pulse of
50 mM sodium hydroxide at a flow rate of 20 �l min−1.

The leptin assay was designed as a solution competition (inhi-
bition) assay. The high molecular weight (HMW) interactant
(anti-leptin antibody) was added to the bovine serum sample con-
taining the analyte of interest. The analyte itself or an analogue
(leptin or peptide fragment) was immobilised on the surface and
used to determine the concentration of free HMW interactant in
solution. Analyte concentration was measured in terms of inhibi-
tion of binding of the HMW interactant (antibody) to the surface. A
low response indicated a high analyte concentration (the concen-
tration of free interactant in solution was low due to their binding to

the analyte in sample). When the concentration of analyte present
was known, i.e. bovine serum spiked with a range of analyte con-
centrations, a calibration curve could be constructed and used to
measure the analyte concentration in unknown samples.

For the study of the non-specific binding of serum components
on the CM5 sensor chip surfaces, bovine serum diluted 10-fold with
appropriate buffer was injected over the chip surfaces, i.e. blank
and leptin immobilised surfaces, with or without the presence of
anti-leptin antibody. Two sets of data (i.e. relative response units)
were subjected to statistical analysis, as other assay parameters
(buffer conditions etc.) remained the same. Preparation of calibra-
tion curves was not needed for this task.

3. Results and discussion

3.1. Preparation of SPR sensor chip surface

The sensor surface immobilised with recombinant bovine lep-
tin displayed an Rmax of 12.6 kRU while the leptin fragment coated
surface gave an Rmax of 17.4 kRU. For concentration measurements
utilising small molecule coated surfaces (e.g. drug or peptides) to
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molecule through a barrier effect at the surface, preventing binding
between serum components and the chip matrix while the linear
characteristics of leptin fragment (similar to those of dextran), may
favour NSB by creating an extended molecular layer. The Leptin 16
surface was therefore selected for further investigation of a poten-
tial buffering system that could lead to substantial reduction in NSB.
Similar binding behaviour to that observed using Tris–HCl buffer,
was found with phosphate buffer (0.1 M, 0.5 M NaCl, pH 7.2) on a
CM5 blank chip in a separate experiment. An increased tempera-
ture (up to 56 ◦C) also had no effect on NSB reduction using the
HBS-EP system.
834 C. Situ et al. / Tala

determine the concentration of free binding partner available (usu-
ally an antibody), an Rmax in the range of 6–12 kRU has been shown
to deliver a suitable degree of assay sensitivity (unpublished data).
The use of a selected leptin fragment in this study was due to limi-
tations in the quantity of recombinant bovine leptin available, and
previous reported that antibodies raised against a synthetic pep-
tide with similar amino acid sequence could recognise not only
the peptide fragment but also the native leptin protein molecule.
Such anti-leptin fragment antibodies have been successfully used
to measure leptin serum concentrations in cows [12,13].

The choice of immobilisation method has to be considered
carefully. Preferably, the ligand should be attached covalently to
the surface matrix to facilitate reproducibility of the chip sur-
face but the way in which ligand is immobilised onto the sensor
surface is of great importance for generating a uniform binding
response. For short peptides or terminal peptide fragments, a well-
defined orientation coupling (N- or C-terminal attachment) may be
needed to ensure the maximum exposure of the ligand molecule
to the injected binding partner. Site-directed immobilisation can
be achieved by utilising an existing functional group present in the
amino acid (AA) residue or by addition of an AA that contains ion-
isable side chains, e.g. lysine. Controlled orientation of ligand has
been shown to enhance ligand recognition by analytes [14,15].

Other factors that need to be considered in the production of the
immobilised surfaces include preconcentration of ligands over the
surface matrix, the concentration of ligands used, incubation times,
and the ionic strength of the coupling buffer. For immobilisation
of ligand onto the CM5 chip surfaces, preconcentration is accom-
plished by electrostatic attraction between negative charges of the
carboxymethyl dextran matrix surface (when pH > 3) and positive
charges of the ligand at pH values below its pI. In the present study,
the immobilisation of recombinant bovine leptin (pI 8.68) onto CM5
surface was achieved using the standard amine coupling procedure
and the ready-to-use coupling buffer from Biacore (10 mM sodium
acetate, pH 4.5). For the production of the leptin fragment (pI 4.27)
surface, the N-terminal residue of serine (pI 5.7) contains an addi-
tional attachment point at the hydroxyl group; it was therefore
targeted as the site of immobilisation using also the amino coupling
procedure. The use of commercial ready-to-use coupling buffer (pH
4.5) also favours immobilisation of the N-terminus; due to the pos-
itive charge of the N-terminal serine residue under this condition,
i.e. the pH value of the coupling buffer (4.5) was lower than the pI
of the serine (5.7) but higher than the pI of the peptide fragment
(4.27).
It is the experience of the present researchers that ligand con-
centrations in the range 0.5–1.0 mg ml−1 are sufficient for the vast
majority of immobilisation procedures when they are performed
externally with a longer incubation time (minimum 2 h), while the
range 10–200 �g ml−1 is used as recommended by Biacore, when
coupling is performed internally within the biosensor system. For
leptin peptide surface, 1 mg ml−1 was used whilst 0.5 mg ml−1 was
applied to generate the bovine leptin surface. With regard to the
ionic strength of the coupling buffer used, a low concentration
(10–20 mM) is recommended and is suitable for most applications
but higher ionic strength have also been used routinely (e.g. 60 mM
sodium borate buffer) in this laboratory.

3.2. Preparation of bovine serum

A range of assay buffer factors (dilution, composition, pH and
ionic strength) were examined for effects on reduction of NSB and
assay performance with respect to the ability to detect leptin in
bovine serum samples without the need for sample extraction but
at sufficiently high sensitivity.
(2008) 832–836

3.2.1. Sample dilution
Bovine serum samples were analysed at dilutions of 1:2, 1:5,

1:10, 1:20, 1:50, and 1:100 in HBS-EP buffer (Biacore AB, Swe-
den). The most substantial reduction of NSB was found at 1:100
dilution (3.8 kRU at 1:2 vs 0.4 kRU at 1:100). However, at this dilu-
tion, the ability of the assay to detect the presence of bovine serum
leptin at the normal range of 1–20 ng ml−1 was compromised, i.e.
the detection limit was of the order of 1×10−2 ng ml−1 using this
approach.

3.2.2. Buffer composition
Two different buffering systems were investigated: a Tris–HCl

buffer (10 mM, 0.5 M NaCl, pH 7.4) and a commercial HBS-EP buffer.
Table 1 shows the effects on binding behaviour of two randomly
selected bovine serum samples (10-fold dilution injected over the
sensor surface at a flow rate of 20 �l min−1) on three different
sensor surfaces, i.e. CM5 chips immobilised with leptin fragment
(Leptin 16) or, with recombinant bovine leptin, and a blank CM5
surface. A higher NSB was found with the Tris–HCl buffer in all cases
compared to HBS-EP buffer. The highest relative response (RU) was
observed on the Leptin 16 surface when compared with the other
two surfaces (bovine leptin and CM5 blank) for both HBS-EP and
Tris–HCl buffer.

Using the CM5 blank surface, consistent responses were found
for the two samples tested with the same buffer but significantly
different between the two buffering systems, suggesting that the
NSB binding behaviour of the serum matrix towards the CM5 dex-
tran surface was affected by buffer composition.

Moreover, the NSB behaviour was significantly altered on the
chip surfaces by differential ligand immobilisation, i.e. decreased
NSB was observed with recombinant bovine leptin chip on the
surface and increased on the Leptin 16 surface. This effect was prob-
ably due to the size and structure of the recombinant bovine leptin
3.2.3. Ionic strength
It has been reported that electrostatic interactions between pro-

tein molecules are weaker at high ionic strength [16]. In the present
study the optimal ionic strength for the Leptin 16 surface as deter-
mined by the degree of NSB reduction was found to be 0.5 M NaCl,
over the range 0.15–1.0 M, i.e. a 53% drop in NSB (from 1135 to
538 RU) observed at 0.5 M NaCl (Table 2). A different profile was
obtained for the CM5 blank surface, i.e. a higher ionic strength
(1.0 M) resulted in a lower NSB (from 816 to 309 RU, reduction by

Table 1
Comparative results of binding behaviour of bovine serum prepared in HBS-EP or
Tris–HCl buffer on different surfaces

Bovine serum 1 Leptin 16 (RU) Bovine leptin (RU) CM5 blank (RU)

HBS-EP pH 7.4 1168 496 816
Tris–HCl pH 7.4 1907 1285 2088

Bovine serum 2
HBS-EP pH 7.4 1690 600 818
Tris–HCl pH 7.4 2906 1197 2215
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eptin

between the two means and it was therefore concluded that, using
the developed NSB buffering system, a substantial degree of non-
specific binding towards the CM5 chip surface had been removed.

Sample matrix effects or sample interference is well known as a
major cause of bias in analytical procedures especially when deal-
ing with complex samples such as blood or other biological fluids.
The problem is magnified in the case of real-time BIA technology
in which the detection principle is based on changes in mass con-
centration at the surface as molecules bind or dissociate, since any
binding to the chip surface (specific or non-specific) is recorded and
reflected as part of the total SPR response (RU). In the case of bovine
serum, an overwhelming signal of up to 100-fold greater intensity
than the signal produced from the analyte may be generated on CM-
dextran sensor surfaces. Replacing the CM-dextran with different
biocompatible polymers (e.g. CM-hyaluronic acid and alginic acid)
could greatly improve biosensor performance when using serum
C. Situ et al. / Tala

Table 2
Resonance units measured following injection of bovine serum over CM5 blank and L
pH 7.4)

CM5 blank

NaCl (M) RU CM-D500 (%, m/v) RU

0.15 816 0.01 248
0.3 502 0.03 250
0.4 417 0.04 238
0.5 365 0.05 253
0.6 340 0.06 241
0.7 337 0.07 242
0.8 330 0.08 239
0.9 324 0.09 258
1.0 309 0.1 265

62%). The data illustrates that different NSB effects will result from
varying the ionic strength (NaCl) on modified sensor surfaces, and
this is a buffer parameter that should be considered for optimisa-
tion during assay development.

3.2.4. Optimising ionic strength and CM-D500 concentrations
The addition of a range of CM-dextran with different molecular

weights (12–2000 kDa) to HBS-EP (0.15 M NaCl, pH 7.4) was exam-
ined. CM-D500 (MW 500 kDa) exhibited the most notable effect on
NSB reduction (data not shown). This could be due to similarities
between the molecular weight of this dextran and that used on the
CM5 sensor chip surface.

Addition of CM-dextran at 0.01–0.1% (m/v) had no significant
effect on the CM5 blank chip characteristics. However, an increase
in NSB on the Leptin 16 surface was observed as the concentra-
tion of CM-D500 increased (Table 2). Further investigation using
lower concentrations of CM-D500 in combination with 0.5 M NaCl,
showed the greatest degree of NSB reduction (76%; from 1296 to
307 RU) at 0.007% CM-D500. The combination of 0.005% CM-D500
and 0.5 M NaCl (75% reduction of NSB) was chosen in order to assure
lower NSB and least addition of dextran.

3.2.5. Change of pH value
The degree of NSB reduction was also examined over the pH

range 5.3–9.9. A gradually decrease in NSB was observed as pH
was increased and was lowest at pH 9.5 (67% reduction). Bovine
serum albumin (BSA) is a highly abundant protein and is believed
to contribute primarily to the NSB of blood components towards
CM-dextran sensor surfaces. The interaction between BSA and the

charged dextran can be induced by the primary force of electro-
statics, i.e. the negative charges on the CM-dextran and the residual
positive charges on the BSA. The isoelectric point for BSA is pH 4.8.
At pH 9.5 (>pI), BSA acquires a negative charge, i.e. the same as of
CM-dextran surface, and hence electrostatic repulsion between the
protein and CM-dextran would prevent the formation of complexes.
Thompson and McKernan reported no detectable complexes of BSA
and dextran sulphate above pH 8.5 [17]. It has been suggested that
BSA can partially denature at pH 9 [18]. Moreover, a higher pH (>9.5)
may lead to a conformational change of the protein and result in an
altered binding behaviour towards the sensor chip surface.

The data outlined previously showed the effects of alterations
to the composition of the buffering systems used on an individual
basis. The combined effects of each of the altered parameters were
then examined. It was found that the greatest degree of NSB reduc-
tion was obtained using the NSB buffer derived from the HBS-EP
buffer but with increased ionic strength (0.5 M NaCl), addition of
CM-D500 (0.005%, m/v) and a pH of 9.0 (Fig. 1). Reductions of up
to 95%, 88%, and 81% reduction of NSB were observed on the blank
CM5 chip, the Leptin 16 chip, and bovine leptin chip, respectively.
Addition of CM-D500 in the buffer system appeared to act as a ‘com-
(2008) 832–836 835

16 chips at different concentrations of CM-D500 and ionic strengths (NaCl) (HBS-EP,

Leptin 16

NaCl (M) RU CM-D500 (%, m/v) RU

0.15 1135 0.01 784
0.3 725 0.03 790
0.4 703 0.04 849
0.5 538 0.05 848
0.6 565 0.06 881
0.7 615 0.07 990
0.8 613 0.08 1028
0.9 617 0.09 1055
1.0 577 0.1 1181

petitor’ to the CM-dextran on chip surface for binding of BSA, most
notably at pH 9.0. The synergistic effects of this buffering system
were found to be highly effective in minimising the non-specific
binding properties of bovine serum components to the CM5 sensor
chip surfaces.

During this investigation, it was noted that the degree of NSB
measured varied between individual serum samples. The NSB
buffer that was developed during the study was further tested
against a panel of 20 randomly selected bovine serum samples on
a CM5 blank chip and bovine leptin surfaces. An average of 85.9%
(±4.76) and 87.3% (±5.71) of NSB reduction was found on the CM5
blank chip and bovine leptin surface, respectively. Statistical analy-
sis (Paired-samples test, t = 0.87) indicated no significant difference
as a matrix on an optical fiber SPR sensor (7). McArthur et al. also
claimed that the electrostatic effects of CM-dextran with different
degrees of carboxymethyl substitution on protein adsorption var-
ied towards different proteins and they concluded that elimination

Fig. 1. Effect of various conditions on the binding behaviour of bovine serum matrix
on different CM5 chip surfaces. HBS-EP: ready-to-use buffer; 0.5 M NaCl: HBS-EP
buffer contains 0.5 M NaCl; 0.005% CM-D: HBS-EP buffer contains 0.005% dextran;
NSB buffer: HBS-EP buffer contains 0.5 M NaCl, 0.005% CM-dextran and pH 9.0.
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[2] M.A. Cooper, Curr. Opin. Pharmacol. 3 (2003) 557.
[3] I.M. Traynor, S.R.H. Crooks, J. Bowers, C.T. Elliott, Anal. Chim. Acta 483 (2003)
Fig. 2. Typical calibration curves constructed in buffer or serum matrix for bovine
leptin on Leptin 16 and bovine leptin surfaces.

of adsorption of a broad spectrum of proteins is not straightforward
with negatively charged polysaccharide coatings [19].

3.3. SPR biosensor assay

In the optimised leptin assay, bovine sera were diluted 10-fold
in NSB buffer (10 mM HEPES, 0.5 M NaCl, 0.005% CM-D500, 3.4 mM

EDTA, 0.005% P20, pH 9.0) and mixed with an equal volume of
diluted antibody solution. At a flow rate of 20 �l min−1, the mixture
was injected over the sensor chip surface for 4 min, followed by a
1-min pulse of 50 mM sodium hydroxide to allow surface regen-
eration. Report points were taken before and after each injection
and the biomolecular interaction was recorded as a sensorgram.
HBS-EP was used as the running buffer. Typical calibration curves
(Fig. 2) were constructed using 10-fold diluted serum on bovine
leptin chip and buffer only on Leptin 16 surface. The mid-points
(IC50) of the calibration curves were 38.8 ng ml−1 (matrix curve)
and 26.5 ng ml−1 (buffer curve), indicating slightly decreased assay
sensitivity due to matrix. Work is ongoing to improve the sensitivity
by screening a panel of anti-leptin antibodies. Serum samples from
hormone-treated and non-hormone-treated cattle will be analysed
for leptin to determine if this protein is a potential biomarker for
growth promoter abuse in cattle.

4. Conclusion

Using a leptin SPR assay as the model system, a NSB reduc-
tion buffering system has been developed to tackle the significant
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problem caused by interference of bovine blood components on
carboxymethylated dextran coated sensor chips (CM5) for biotech-
nological applications using BIACORE biosensors. The current study
has shown that up to 94% of the NSB can be eliminated by appro-
priate use of the buffering system developed in this study. It is
believed that this buffering system will have a major impact in
reducing the non-specific protein fouling of sensor chip based SPR
immunoassays for complex biological solutions, especially when
the scope for test sample dilution is limited. Similar effects on
NSB reductions in serum samples of other species have currently
been observed with the developed buffering system. It may be
that for the development of assays for other bovine serum pro-
teins (or other blood based analyse of interest) the parameters
determined to give maximum reduction in NSB in the present
study may have to be altered in terms of concentration and pH.
However the present study should serve as a model for those
faced with extreme NSB problems in SRP based analytical sys-
tems.
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1. Introduction

Since organochlorine pesticides were banned using in agricul-
ture, organophosphorus (OP) derivatives started to find worldwide
se in insecticides and pesticides [1]. Organophosphorus com-
ounds are structurally similar to nerve gases and act as
eurotoxins by inhibiting the enzyme acetylcholinesterase that is
esponsible for transmitting nerve impulses across synapses [2–4].
ecause of their acute toxicity, rapid detection of OPs in food and
round water has become increasingly demanding for human secu-
ity and health protection [5]. Traditional analytical methods such
s chromatography [6–7] and electrochemical analysis [8] have
een devised to detect OPs. These methods have proven to be
ensitive and reliable but with significant disadvantages either.
or example, they are time-consuming and expensive and can be
arried out only by well-trained personnel. Self-assembled mul-
ilayers (SAMs) are stable with ordered structure, and easy to be
repared by a simple adsorption from dilute solutions. With the
ediation of cysteine, some extremely sensitive fluorescent sen-

ors based on SAMs have been explored in our previous work
9–11]. We report here our attempts in employing molecular SAMs
ased on gold nanoparticle technology to speed up detection of
Ps and further improve analytical sensitivity. Gold nanoparti-
les were first adsorbed on trialkoxysilane-treated quartz surfaces,

∗ Corresponding author. Tel.: +86 595 22693548; fax: +86 595 22693999.
E-mail address: liumy@hqu.edu.cn (X. Sun).

039-9140/$ – see front matter © 2008 Published by Elsevier B.V.
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n of indole (ID) self-assembled multilayers (SAMs) and fluorescence inter-
horus (OP) pesticides. Quartz/APES/AuNP/l-Cys/ID film was constructed
APES/AuNP surface via electrostatic attraction between ID and l-cysteine.
at ID is immobilized successfully on the gold surface. Fluorescence of the
shows sensitive response toward OPs. The fluorescent sensing conditions

t allow linear fluorescence response for methylparathion and monocro-
×10−6 g L−1 and 3.98×10−6 to 3.47×10−5 g L−1, with detection limit of

gL−1, respectively. Compared to bulk phase detection, interfacial fluores-
s technology shows higher sensitivity by at least 2 order of magnitude.

© 2008 Published by Elsevier B.V.

onto which l-cysteine (l-Cys) was assembled to form the SAMs.
The SAMs were subsequently assembled with indole (ID) via its
electrostatic interaction with l-cysteine. The prepared multilayers
Quartz/APES/AuNP/l-Cys/ID were applied for detection of OPs, with
capacity of easy regeneration and higher sensitivity.

2. Experimental
2.1. Reagents

APES was obtained from Shanghai Chemicals Co. Ltd., indole
was purchased from China Guoyao Group, and OPs were received
from the Environmental Protection and Monitoring Bureau of the
Ministry of Agriculture of China.

All chemicals were of analytical grade or above. Aqueous solu-
tions were prepared using ultrapure water from a Millipore Milli-Q
water purification system (18 M� cm).

2.2. Instruments

Electrochemical measurements were carried out on a BAS-100B
electrochemical analyzer with a conventional three-electrode sys-
tem using bare or modified Au as working electrode, platinum wire
as counter electrode, and saturated calomel electrode (SCE) as ref-
erence electrode. The solutions were bubbled with N2 for 10 min
prior to and during the application of potential.

Corrected fluorescence spectra were recorded on Varian
Cary Eclipse fluorescence spectrophotometer with an excitation
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taining methylparathion for 18 min, indole in SAMs surface thereby
being oxidized into indoxyl. The wafer was rinsed thoroughly in
ultrapure water and dried with N2. The fluorescence emission of
the multilayer at 519 nm was found under excitation at 470 nm.

3. Results and discussion

3.1. Characteristics of indole in solution
748 X. Sun et al. / Tala

wavelength of 470 nm and excitation and emission monochromator
slits of 5 nm. The angle between quartz plane and incident excita-
tion light was set at 50◦ to ensure maximum efficiency of collecting
emission light while avoiding reflection light interference.

2.3. Preparation of SAMs

2.3.1. Gold colloid preparation
The procedures were essentially the same as those developed by

Frens [12]. Glassware was thoroughly cleaned with fresh potassium
dichromate solution and rinsed with Milli-Q water prior to use.
0.01 g HAuCl4 in 100 mL aqueous solution was heated to boiling
under vigorous stirring and 2 mL of 2% (v/v) sodium citrate was
rapidly added to the vortex of the solution, during which course
solution color changed from pale yellow to burgundy. The solution
was left for boiling for additional 15 min and cooled under stirring
to room temperature. Thus prepared gold colloids were stored at
4 ◦C for further use.

2.3.2. Preparation of AuNP modified quartz wafers

(i) Pretreatment of quartz wafers. Quartz plates of 1 cm×1 cm size
were cleaned by polishing for 5 min in the mixture solution
of HF/H2SO4/H2O (1:1:3, v/v/v) and extensively washed with
distilled water, toluene, acetone, and ultrapure water. Cleaned
wafers were then immersed in piranha solution at 80 ◦C for 1 h
to make quartz surface protonated. Thus treated wafers were
cleaned by sonication in ethanol, dried with N2, and heated in
an oven at 80 ◦C for 30 min.

(ii) Silanization of quartz wafers. The above prepared quartz wafers
were immersed in 1% (v/v) aqueous solution of APES for 6 h to
allow quartz surface functionalized with amino groups. After
cleaning with ultrapure water and dried with N2, the wafers
were ready for next procedure.

(iii) Deposition of colloidal gold particles on silanized quartz wafers.
Silanized quartz wafer was dipped in freshly prepared gold col-
loidal suspension for 12 h. The wafers were then taken out and
left to dry in nitrogen for 10 min.

2.3.3. Electrode pretreatment
Gold wafer (3 mm×4 mm) was first polished, using 1.0, 0.3,

and 0.05 �m alumina slurries, respectively, on microcloth pad to

a mirror-like finish. After removal of the trace alumina from gold
surface, the gold wafer was rinsed with water and briefly cleaned
in an ultrasonic bath, and finally cleaned by cycling between −0.5
and +1.5 V (vs SCE) in 1 M H2SO4 at a scan rate of 100 mV s−1. Thus
treated gold wafer was thoroughly rinsed in ultrapure water before
thiol chemisorption.

2.3.4. Fabrication of ID modified SAMs onto the quartz and gold
surface

The above fabricated Quartz/APES/AuNP wafer was immersed
into 0.01 M l-cysteine solution of pH 11 for 6 h [11], followed
by rinsing thoroughly in ultrapure water and dried with N2.
Under this condition, l-cysteine was adsorbed onto the sur-
face of Quartz/APES/AuNP in the form of –SCH2CH(NH2)CO2

−.
Quartz/APES/AuNP/l-Cys/ID was then prepared by immersing
Quartz/APES/AuNP/l-Cys into 0.01 M indole ethanol solution of pH
2 for 12 h. In this way indole was electrostatically bound to l-
cysteine modified quartz surface. The SAMs composites were stored
in dark at 4 ◦C. Scheme 1 shows the assembling processes on quartz
substrate. SAMs on Au wafer were similarly prepared.
Scheme 1. Schematic diagram of indole self-assembling multilayer.

Fig. 1. Reaction producing peroxide phosphate acid.

2.3.5. Fluorescence spectra of ID modified SAMs
The as-prepared Quartz/APES/AuNP/l-Cys/ID wafers were

immersed in 1.5×10−4 g L−1 sodium perborate (SPB) solution con-
3.1.1. Reaction mechanism
Previously it was reported that some amines could be oxi-

dized by OPs in the presence of SPB into fluorescent products [13].
Figs. 1 and 2 show that the reaction proceeds in two steps, the nucle-
ophilic substitution of OPs by OOH− (SPB) into peroxide phosphate
acid and indole oxidation into indoxyl by the peroxide phosphate
acid [14,15].

3.1.2. Fluorescence properties of indoxyl
In bulk aqueous solution SPB and ID are nonfluorescent [16,17].

In the presence methylparathion, the assumed product indoxyl

Fig. 2. Oxidization of indole into indoxyl.
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Fig. 3. Fluorescence excitation spectrum (1) and emission spectrum (2) of indoxyl.

emitted fluorescence at 525 nm under 493 nm light excitation
(Fig. 3). Fluorescence of methylparathion at 410 nm hence exerts
no interference with indoxyl measurement.

Experiments suggested that ethanol content in oxidation reac-
tion medium and reaction time were factors influencing the
fluorescence intensity of indoxyl. We chose 5% (v/v) ethanol content
and 18 min for reaction time.

3.1.3. Detection of methylparathion
Following the aforementioned experimental procedures, varied

concentration of methylparathion was added into reaction mixture
of SPB and ID in ethanol aqueous solution. As shown in Fig. 4, fluo-
rescence intensity of the reaction system increased with increasing
methylparathion concentration. This confirmed the oxidation of
indole into indoxyl upon its exposure to methylparathion in solu-
tion phase. Inset in Fig. 4 shows that a linear relationship exists
between relative fluorescence intensity of indoxyl and methyl-
parathion concentration with a linear correlation coefficient of
0.9907 and a detection limit of 4.0×10−5 g L−1.

Fig. 4. Fluorescence spectra of indoxyl in bulk phase containing different con-
centration of methylparathion. Inset shows the linear relationship between
methylparathion concentration and relative fluorescence intensity of indoxyl. I0 and
I represent fluorescence intensity in the absence and presence of methylparathion,
respectively.
Fig. 5. Surface fluorescence spectra of Quartz/APES/AuNP (1), Quartz/APES/AuNP/l-
Cys (2), indoxyl solution of pH 2 (3), and Quartz/APES/AuNP/l-Cys/ID (4).

3.2. Characteristics of SAMs

We previously showed that the fluorescence interfacial sensing
based on SAMs was more sensitive when compared with those in
bulk solution phase detection [9–11]. We therefore examined the
detection capacity for OPs with Quartz/APES/AuNP/l-Cys/ID SAMs.

3.2.1. Optimal assembling conditions
3.2.1.1. Concentration, immersing time, and pH of indole. It is
important to choose conditions for the assembling molecule in con-
structing self-assembled multilayers. Optimal indole concentration
of 0.01 M was chosen for assembling at which the highest fluores-
cence intensity was obtained. Quartz/APES/AuNP/l-Cys film was
immersed in indole solution for varied durations, which suggested
an immersing time of 12 h was needed. Indole solution pH of 2 was
shown to be the best.

3.2.1.2. Option of concentration, immersing time, and pH of l-cysteine.
Indole was assembled onto the self-assembled multilayer films of
gold nanoparticles via its electrostatic attraction with l-cysteine.
It was therefore critical to choose the suitable pH for l-cysteine
solution. Experiments established that l-cysteine SAMs on quartz
surface (Quartz/APES/AuNP/l-Cys) could be feasibly formed by dip-

ping Quartz/APES/AuNP in 0.01 M l–cysteine solution of pH 11 for
12 h.

3.2.2. Fluorescence properties of SAMs
Fig. 5 shows fluorescence spectra of Quartz/APES/AuNP,

Quartz/APES/AuNP/l-Cys, and Quartz/APES/AuNP/l-Cys/ID in the
ethanol aqueous solution of SPB and OPs. It is noted that
Quartz/APES/AuNP/l-Cys/ID emits indoxyl-characteristic fluores-
cence, whereas Quartz/APES/AuNP and Quartz/APES/AuNP/l-Cys
without indole component are nonfluorescent. This further verifies
the assembling of indole molecules on the AuNP modified quartz
surface and supports the role of l-cysteine SAMs in ensuring the
fluorescence emission of Quartz/APES/AuNP/l-Cys/ID in which the
rapid electron transfer between indole and Au surface that leads
to fluorescence quenching is blocked. Fluorescence spectrum of
Quartz/APES/AuNP/l-Cys/ID immersed in ethanol aqueous solution
of SPB and OPs was found peaked at 519 nm which is blue shifted
by ca. 5 nm from that of indoxyl in bulk solution. This indicates that
the microenvironment of indoxyl on SAMs surface differs from that
in the bulk solution [18]. The high stability of the indole modified
SAMs ensured the credible detection for OPs.



750 X. Sun et al. / Talanta 76 (2008) 747–751
Fig. 6. Cyclic voltammograms of bare Au, l-Cys/Au, and Au/l-Cys/ID electrodes in
0.1 M KCl solution. Scan rate was 100 mV s−1.
3.2.3. Electrochemical characterization of bare Au, Au/l-Cys, and
Au/l-Cys/ID electrodes

We assembled l-cysteine and indole onto bare Au electrode as
to monitor indole assembling electrochemically. The assembling of
l-cysteine and indole was first investigated by cyclic voltammetry.
Fig. 6 shows the cyclic voltammograms of bare Au, Au/l-Cys, and
Au/l-Cys/ID electrodes in 0.1 M KCl solution. Compared to those of
bare Au electrode and Au/l-Cys electrode, the CV of Au/l-Cys/ID
electrode shows a pair of redox peaks at 0.35 and 0.18 V (vs SCE),
respectively. It was found that the oxidation peak current increased
with increasing indole concentration in solution, suggesting that
this peak originated from the oxidation of indole assembled on the
surface in form of Au/l-Cys/ID bilayer.

3.2.4. Fluorescent sensor for OPs
Under the optimal conditions Quartz/APES/AuNP/l-Cys/ID mul-

tilayer emits at 519 nm under the photo-excitation of 470 nm.
Figs. 7 and 8 show fluorescence spectra of Quartz/APES/AuNP/l-
Cys/ID in the presence of OPs of varied concentration. It was

Fig. 7. Fluorescence spectra of Quartz/APES/AuNP/l-Cys/ID in aqueous solutions
containing methylparathion of varied concentration. Inset shows the linear relation-
ship between methylparathion concentration and relative fluorescence intensity
of SAMs. I0 and I represent fluorescence intensity in the absence and presence of
methylparathion, respectively.
Fig. 8. Fluorescence spectra of Quartz/APES/AuNP/l-Cys/ID in aqueous solutions
containing monocrotophos of varied concentration. Inset shows the linear rela-
tionship between monocrotophos concentration and relative fluorescence intensity
of SAMs. I0 and I represent fluorescence intensity in the absence and presence of
monocrotophos, respectively.

found that the fluorescence intensity of Quartz/APES/AuNP/l-
Cys/ID increased with increasing OPs’ concentration. This indicated
that ID on the SAMs surface was oxidized into indoxyl when
exposed to OPs. Good linear relationships were found between flu-
orescence intensity of SAMs and methylparathion concentration
over 5.97×10−7 to 3.51×10−6 g L−1 (Fig. 7 inset) with a detection
limit of 6.10×10−8 g L−1, and over 3.98×10−6 to 3.47×10−5 g L−1

for monocrotophos with a detection limit of 3.28×10−6 g L−1

(Fig. 8 inset). Compared with the detection limit in bulk phase of
10−5 g L−1 order of magnitude for methylparathion, the sensitivity
of SAMs is obviously higher than that of bulk phase. Again the inter-
facial fluorescence analysis based on self-assembled multilayers is
shown capable of improving sensitivity in microanalysis. Results
also indicate that SAMs have good selectivity for pesticides. It only
shows response to OPs but not to pyrethroid pesticides under the
same concentration. The presence of less than 100 equivalents of
Ni2+ and Co2+, and 1000 equivalents of K+, Na+, Mg2+, Cu2+, and
Mn2+, respectively, did not lead to interference of the fluorometric
detection for OPs by 10% change in the emission intensity. Anions
such as Cl− and SO4

2− had no influence on the assays. Substan-

tial interference exists in the presence of 20 equivalents of Fe3+.
The method has been successfully applied to the determination
for monocrotophos in natural tea–water matrices with satisfac-
tory recoveries of 102, 103, and 98%, respectively, for 1.41×10−5,
1.62×10−5, and 2.47×10−5 g L−1 standard monocrotophos.

4. Conclusions

Fluorescent assembly of Quartz/APES/AuNP/l-Cys/ID was suc-
cessfully prepared by chemisorption on the quartz wafer and was
shown to be a convenient and supplemental analytical tool for
monitoring organophosphorus pesticides in environmental and
agricultural samples. The developed SAMs integrated with fluo-
rescence analysis technology were capable of detecting as low as
10−6 g L−1 of monocrotophos and 10−8 g L−1 of methylparathion.
Fabrication was shown to be simple and fast with the SAMs being of
good stability. The fluorescence detection sensitivity is higher than
that in the bulk phase, which ensures the high potentials of appli-
cations of this novel methodology in highly sensitive real-sample
analysis.
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A new flow injection approach to total weak acid-dissociable (WAD) metal–cyanide complexes is pro-
posed, which eliminates the need of a separation step (such as gas diffusion or pervaporation) prior to
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1. Introduction

From environmental perspective the most toxicologically sig-
nificant and hence ecologically important forms are not only
the free cyanide ions and soluble HCN but also weak and
labile metal–cyanide complexes such as: Zn(CN)4

2−, Cd(CN)4
2−,

Cu(CN)4
3−, Ni(CN)4

2−, Hg(CN)4
2− and Ag(CN)2

−, generally labeled
with the acronym weak acid-dissociable (WAD) complexes, which
can easily release CN− in acidic media and hence are also very toxic.
That is why the maximum admissible “free cyanide” levels promul-
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of the new methodology is based on the highly selective flow-injection
D) system that makes use of thin-layer electroplated silver chalco-
es of non-trivial composition and surface morphology: Ag2 + ıSe1− xTex

ure of the FIP-detectors is their specific response to the sum of simple
or total WAD cyanide determination, ligand exchange (LE) and a newly
-treatment procedure for release of the bound cyanide were used. The LE
e recovery only when the sample does not contain Hg(CN)4

2−. This limita-
ing electrochemical pre-treatment which liberates completely the bound
reduction of the complexed metal ions. A complete recovery of toxic WAD
centration range from 156 �g L−1 up to 13 mg L−1. A three-step protocol
cyanide speciation is proposed for the first time. The speciation protocol
asurements: (i) of non-treated, (ii) LE-exchange pre-treated; (iii) electro-
. In the presence of all WAD complexes this procedure provides complete
nide along with its quantitative differentiation into the following groups:
)4

2− + Zn(CN)4
2−; (3) Cu(CN)4

3− + Ni(CN)4
2− + Ag(CN)2

−. The presence of a
2− − + 2− −
ollowing ions: CO3 , SCN , NH4 , SO4 and Cl does not interferes. Thus

step ahead to meeting the ever increasing demand for cyanide-species-
nt simplicity makes the procedure a good candidate for implementing in
nide monitoring.

© 2008 Elsevier B.V. All rights reserved.

gated by the Environmental Protection Authorities for regulation
and risk assessment comprise the sum of all above-mentioned
cyanide species. Accordingly, the imposed need of sample pre-
treatment aimed to: (i) convert selectively WAD cyanide species
into free cyanide ions, and (ii) separate the latter from the accom-
panying interferents, is probably the most important and often the
most time-consuming part of the whole cyanide analysis, even in
the widely accepted lately flow-injection mode. Moreover, it creates
serious difficulties for the automation and miniaturization of the
cyanide monitoring devices (especially as far as the in-field portable
devices are concerned). The successful adoption of on-line gas dif-
fusion [1–7] and, more recently, pervaporation [8,9] flow-injection
separation techniques have proved effective substitutes for the very
tedious and time-consuming standard WAD cyanide distillation
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method. These new techniques have contributed a lot to speed up
gas/liquid separation and have gained wide acceptance. In the par-
ticular case of WAD cyanide determination, gas diffusion achieves
a dual goal, i.e., partly (depending on pH) releases the bound WAD
cyanide as HCN in the acidified donor channel of the gas-diffusion
module, and separates the free HCN from the accompanying inter-
ferents by its selective transfer across a hydrophobic membrane,
into an alkaline receptor channel. For complete recovery of WAD or
total cyanide in the FIA mode, however, an additional pre-treatment
step such as ligand exchange (LE) cyanide displacement [1,10–12],
UV-digestion [9,13–15], focused microwave radiation [16], or
other more or less sophisticated techniques [17–19] have been
employed.

Ligand exchange displacement using appropriate chelating
agents presents the most simple and elegant approach for com-
plete and selective WAD cyanide release. From the numerous
ligand exchange reagents examined for effective WAD cyanide dis-
placement, only two reagent mixtures have proved satisfactory
for FIA application, because of kinetic restrictions imposing very
stringent release reaction conditions. These are the proprietary
ligand exchange mixture UNR/PEA A and B used by Milosavljević
et al. [10], and the tetraethylenepentamine (TEP) + dithizon mix-
ture [11] with subsequent gas-diffusion separation to enhance the
selectivity of the amperometric detection system used. Detailed
comparative studies [20,21] have confirmed that the LE approach
is more consistent in freeing cyanide from WAD metal complexes
than the standard distillation procedure. Thus the U.S. Envi-
ronmental Protection Agency approved in 1999 a flow-injection
method for the determination of WAD cyanide in water and
wastewater using on-line ligand exchange/gas-diffusion cyanide
separation/amperometric detection (USEPA Method-1677) [22].

Still, cyanide sample pre-treatment and separation remains the
“bottleneck” of on-line WAD cyanide monitoring. One reason stems
from the fact that both gas-diffusion and pervaporation provide on-
line separation in non-equilibrium state. The transfer efficiency of
the gaseous species is only 25% of the total amount under favorable
conditions, and often as low as 10–15% [3], which inevitably calls for
higher sensitivity of the detection system used. A second reason is
the lack of highly selective detection system that would make such
a separation step unnecessary. The need of selective flow injection
detection system becomes even more important in the context of
the demand for automated portable devices for in-field cyanide risk
assessment.

The present paper proposes an alternative approach to flow-

injection WAD cyanide quantification, which allows skipping of
the on-line separation step. The cornerstone of the suggested
protocol is the recently reported highly selective flow-injection
potentiometric detection (FIPD) system which makes use of
thin-layer electroplated silver chalcogenide ion-selective mem-
branes of non-trivial composition and surface morphology [23,24].
Ag2 + ıSe1− xTex and Ag2 + ıSe cyanide membranes have been cho-
sen for the present investigation. The suitability of both LE and a
newly developed electrochemical pre-treatment for complete WAD
cyanide recovery without preliminary separation step is evaluated
and compared. Further, the possibility for WAD cyanide individ-
ual or group speciation is demonstrated, which to the best of our
knowledge is made for the first time.

2. Experimental

2.1. Detector cell and flow injection manifold

The underlying principles of cathodic electrodeposition of thin
metal chalcogenide films for use in ion-selective sensor develop-
lanta 76 (2008) 914–921 915

ment, and the selection of optimum conditions for electrochemical
preparation of silver chalcogenide in particular, have been dis-
cussed in detail elsewhere [25,26]. In the present study, the
thin-layer Ag2 + ıSe1− xTex and Ag2 + ıSe-membranes (around 2-
�m thick) were electrodeposited onto Pt-substrate of the flow
cell from an electrolytic bath typically comprising: 2×10−3 M
AgNO3 + 5×10−2 M Na2SeO3 + 6.7×10−3 M K2TeO3 in 0.5 M H2SO4
and 2×10−3 M AgNO3 + 5×10−2 M SeO2 in 0.5 M H2SO4, respec-
tively. The electrodeposition was carried out in a two-compartment
electrolytic cell at controlled potential (Ed), chosen within the
potential range from +15 to−15 mV vs. a Ag/AgCl/1 M KCl/1 M KNO3
double-junction reference electrode as described in [23,24].

The “edge-jet” sandwich-type versatile detector cell was
schematically presented elsewhere [26]. The cell design allows
for easy dismantling of the sensor part screwed to the detec-
tor body to have the active membrane re-deposited, thus
preserving the cell parameters unchanged. Pt-substrate of 0.7-
cm2 area, onto which the active membrane (either Ag2 + ıSe or
Ag2 + ıSe1− xTex) was cathodically electrodeposited, was appropri-
ately fixed onto the top of this sensor part. An effective cell
volume of approximately 12 �L was kept constant throughout
the investigation. The carrier was fed into the cell through an
inlet channel drilled into the upper cell block at an angle of
135◦ vs. the membrane plane and left the cell through an outlet
channel connected to a flow-through Ag/AgCl reference elec-
trode.

A single-line manifold as described in [26] was employed
throughout this study. PTFE tubing of 0.5-mm i.d., a Reodyne Model
5020 injection valve with loop volume of 110 �L and a 50-cm long
dispersion coil (0.5-mm i.d.) were typically used. A home made
automated data acquisition system [27] was used for transient sig-
nal read-out.

2.2. Calibration and pre-treatment procedures

7×10−7 M CN− in 0.1 M NaOH was used as a carrier into which
replicate samples (V = 110 �L) were injected. The flow rate was var-
ied between 3.5 and 5.5 mL min−1, but 4.5 mL min−1 flow rate was
mostly chosen throughout this study. Calibration covering the con-
centration range of 5×10−6 to 1×10−3 M cyanide was performed
daily. Minimum one full calibration run in both concentration
directions, with triplicate injections at each concentration, was
carried out. In addition, when multi-component samples were ana-
lyzed, cyanide standards enclosing the sample concentration were

injected in triplicate before and after the sample injection in order
to validate/update the calibration graph.

A fairly concentrated ligand exchange reagent solution (either
10−2 or 10−3 M) of TEP was spiked to the complex cyanide samples
so as to cover a range of 1–20 TEP to total cyanide molar ratio. Typi-
cally, a calculated volume of the stock TEP solution (20–75 �L) was
added to 5 mL of the sample and the mixture was allowed to react
for 10 min under vigorous magnetic stirring. Six replicate samples
of 110 �L each were generally injected.

The electrochemical pre-treatment approach to bound WAD
cyanide release is based on the cathodic reduction (at constant
potential) of the metal part of the complex in the presence of TEP as
chelating agent [28]. A two-compartment electrolytic cell with sil-
ver amalgamated working electrode of 0.50-cm2 area and Pt-foil as
counter electrode was used. The electrolysis of the sample, contain-
ing a 20-fold excess of TEP, was carried out at controlled potential,
Ed =−1.7 V vs. Ag/AgCl/1 M KCl/1 M KNO3 reference electrode. The
deposition potential was determined based on preliminary exper-
iments employing cyclic voltammetry. Fifteen minutes proved
enough time to guarantee a complete cyanide release, even at high-
est sample concentrations.
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2.3. Reagents

All inorganic reagents used were of analytical reagent-grade.
Standard cyanide solutions were prepared daily from 0.3 M
KCN stock solution by serial dilution in 0.1 M NaOH. The
exact concentration of the stock cyanide solution was deter-
mined by potentiometric titration with AgNO3 standard solution.
Ag2 + ıSe1− xTex membrane vs. Ag/AgCl reference electrode was
used for end-point detection. When stored in amber glass the con-
centration of the stock solution remained unchanged for about 20
days. Metal ion solutions with exact concentrations were prepared
from Titrisol reagents. Stock solutions of WAD complexes were
prepared by mixing stoichiometrically aliquots of the respective
metal Titrisol solutions (Merck) and KCN solution (standardized
immediately before mixing) and made up to the corresponding vol-
ume with NaOH to obtain a final concentration of 0.1 M. Me(CN)n

standards were obtained by serial dilution of prepared stock com-
plexes with 0.1 M NaOH. Comparatively high concentrations of the
corresponding chelating agents: EDTA, CDTA, glycine, dithizone
(diphenyltiocarbazone) (all Merck reagent-grade) and TEP (Fluka)
were prepared so that sample dilution as a consequence of LE-
pretreatment be avoided.

3. Results and discussion

3.1. FIPDs performance prerequisites

The equations describing the flow-injection response of the
FIPDs to cyanide are y = 586–108 lg CCN

− (2×10−6 M detection
limit) and y = 540–101 lg CCN

− (4×10−6 M detection limit) for the
Ag2 + ıSe and Ag2 + ıSe1− xTex membranes, respectively, with upper
linearity limit of 10−3 M and with almost double Nernstian slope
of the electrode function as shown in our previous study [24].
For the purpose of the present investigation the cyanide recovery,
in the presence of already accepted chelating agents for the lig-
and exchange cyanide displacement, and anions, most commonly
accompanying cyanide effluents, were studied. Table 1 summa-
rizes the results indicating the maximum admissible interferents
against cyanide molar ratio. A constant low cyanide concentra-
tion of 0.26 ppm (very close to the maximum contaminant cyanide
level generally accepted by most of the Environmental Protection
Authorities) was chosen intentionally, since it had been reported
that the tolerance to interferents increases with increase in cyanide

concentration. Both membranes exhibit perfect selectivity against
SCN−, S2O3

2− and Cl− (even when present in 100-fold excess)
and the differences observed are of no practical importance. How-
ever, the tolerance to chelating agents is far lower. As seen from
the Table, dithizon should be excluded as potential component of
the most recommended ligand exchange reagent TEP + dithizon,
while the two types of membranes exhibit different selectivity
against TEP. In order to assess the effect of cyanide concentra-
tion on the tolerance to TEP, the FI-signals of both membranes
to CN− and its mixture with TEP at increasing TEP to cyanide
molar ratios were registered for a wide cyanide concentration
range (from 5×10−6 up to 1×10−4 M, Fig. 1). Duplicate injec-
tions were used everywhere. While identical signals were recorded
with the Ag2 + ıSe1− xTex membrane for the whole CN− concen-
tration range, the Ag2 + ı Se-membrane proved appropriate for
cyanide concentrations≥1×10−5 M. Nonetheless, it is encouraging
that TEP does not affect the membrane, which perfectly repro-
duces its signal to cyanide after TEP injection at low concentration.
Moreover, the CCN

−/CTEP maximum admissible ratio increases
significantly for CCN

− > 10−5 M. The signal profiles recorded for
CN− and its mixture with TEP are practically identical, so no
lanta 76 (2008) 914–921

change in the sample throughput is expected, as reported in
[24].

3.2. Direct response of the FIPDs to individual WAD complexes

Direct response of both sensor membranes to labile WAD com-
plexes such as Cd(CN)4

2− and Zn(CN)4
2− has been reported in our

recent work [24]. In view of our intention to include direct WAD
cyanide measurement as a separate step in a speciation protocol,
the study of the direct response of the FIPDs to certain WAD species
was extended to cover a broader concentration range and to assess
the effect of flow rate, membrane composition and the presence
of free cyanide, SCN− and chloride ions in the injected sample.
As seen from Table 2 the recovery of bound cyanide as cadmium
and zinc complexes is satisfactory for both membranes within the
whole concentration range examined, and the presence of free CN−

does not affect the response to the complex, the registered signal
measuring the sum of the free and bound cyanide. In view of the
obtained very encouraging results, the response to cyanide bound
as Cd(CN)4

2− and Zn(CN)4
2− was further examined in the pres-

ence of SCN− and chloride, which coexist with cyanide in effluent
samples and are recognized as serious interferents when ampero-
metric detection is used. The results are presented in Table 3. The
membranes’ selectivity against SCN− is really impressive and even
500-fold excess of thiocyanate relative to total cyanide content does
not affect the correctness of the recovery.

The response to Cu(CN)4
3− deserves special mention as the

membrane’s behavior proved quite different when the complex is
present alone or in a mixture with zinc and cadmium cyanides, as
will be demonstrated later on. When present alone, the recovery of
cyanide in Cu(CN)4

3− achieved with both membrane compositions
does not surpass 15% for relatively high complex concentrations,
while complexed cyanide remains unrecoverable at concentrations
below 5×10−5 M. Moreover, the presence of free cyanide (even
in 4-fold lower concentrations relative to the bound one) com-
pletely suppresses recovery of the complexed cyanide and only
the free cyanide is detected. Preliminary experiments have shown
that, when a mixture of the three complexes is injected, only the
cyanide bound as Cd(CN)4

2− and Zn(CN)4
2− complexes can be

detected. We are inclined to ascribe the observed low recovery of
the cyanide bound in Cu(CN)4

3− to negative steric effects of the
latter on the membrane response, moreover that the observed phe-
nomenon developed to complete recovery blockage when either
simple cyanide or the above enumerated complexes are present in

the sample.

As reported in our previous publication [23], the silver chalco-
genide membranes measure the free silver ions when in contact
with Ag(CN)2

− complex, due to the higher selectivity of the named
membranes to Ag+ ions. The present extended study has shown,
however, that the Ag-response of the membranes turns to CN−

response, when a threshold molar ratio of CN− to Ag(CN)2
− in the

injected sample is reached. This threshold molar ratio proved inde-
pendent of the Ag(CN)2

− concentration and was found to be equal
to 25. Actually, this result reflects the dual response of the mem-
branes and is consistent with the respective selectivities towards
silver and cyanide ions when present together.

No recovery of the cyanide bound as Ni(CN)4
2− or Hg(CN)4

2−

complexes was observed. However, Hg(CN)4
2− suppresses the

direct recovery of the total cyanide (as a mixture of CN− + Cd(CN)4
2−

and Zn(CN)4
2−), which is due to the secondary response of the

membranes to Hg(II) reported earlier [29]. The mercury interfer-
ence proved concentration dependent. Both Hg(CN)4

2− and total
bound cyanide concentrations affect their maximum admissible
molar ratio, but the effect of mercury proved to be stronger, as seen
from Fig. 2. While 1×10−5 M total cyanide tolerates the presence
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Table 1
Cyanide recovery and admissible molar ratios (CX/CCN

−) in the presence of interferents at constant CCN
− = 1×10−5 M

Interferent Dithizon TEP EDTA Glycine SCN−

Recovery (%) Ratio Recovery (%) Ratio Recovery (%) Ratio Recovery (%) Ratio Recovery (%) Ratio

Membrane
Ag2 + ıSe 119 <0.1 106 1 104 5 105 5 103 1000
Ag2 + ıSe1− xTex 164 <0.1 108 10 – – – – 105 100

Interferent S2O3
2− I− S2− SO4

2− Cl−

Recovery (%) Ratio Recovery (%) Ratio Recovery (%) Ratio Recovery (%) Ratio Recovery (%) Ratio

Membrane
Ag2 + ıSe 97 100 107 0.1 105 0.05 106 >3×104 102 >105

Ag2 + ıSe1− xTex 103 100 124 <0.1 99 0.05 104 >3×104 101 >105
Fig. 1. Cyanide flow injection calibration runs using: (A) Ag2 + ıSe; and (B) Ag2 + ıSe1− xT
CN−; (2) 5×10−6 M CN− + 5×10−6 M TEP; (3) 1×10−5 M CN−; (4) 1×10−5 M CN− + 1×10
CN− + 5×10−3 M TEP; (8) 1×10−4 M CN−; (9) 1×10−4 M CN− + 5×10−3 M TEP. Flow rate:
used.

of Hg(CN)4
2− at a 20-fold lower concentration, for total cyanide

equal to 1×10−4 M, a 30 times lower Hg(CN)4
2− concentration is

the maximum admissible level.
The above results clearly indicate that the direct determi-

nation of CN− + Cd(CN)4
2− + Zn(CN)4

2− WAD cyanide is seriously
impeded by the presence of Hg cyanide complexes in the ana-
lyte. Therefore, in order to obtain reliable results, preliminary
information about the presence of mercury cyanide complex in

Table 2
Cyanide recovery dependence on flow rate, membrane composition and type of metal–cy

Recovery (%) N =

Cyanide species Cd(CN)4
2− Cd(CN)4

2− + CN

Total CN (mol L−1) V (mL min−1) Ag2 + ıSea Ag2 + ıSe1− xTex
a Ag2 + ıSea A

8×10−6b 3.5 96 ± 5 97 ± 1 95 ± 2 9
4.5 93 ± 4 94 ± 2 95 ± 3 9
5.5 94 ± 4 92 ± 3 89 ± 4 9

1×10−5c 3.5 96 ± 4 96 ± 4 90 ± 5 9
4.5 94 ± 4 95 ± 4 97 ± 4 9
5.5 95 ± 2 95 ± 4 101 ± 3 9

5×10−5b 3.5 97 ± 5 94 ± 3 98 ± 2 9
4.5 94 ± 4 96 ± 1 99 ± 2 9
5.5 97 ± 3 96 ± 2 96 ± 1 9

1×10−4c 3.5 97 ± 3 96 ± 1 95 ± 1 9
4.5 97 ± 3 94 ± 2 95 ± 3 9
5.5 98 ± 5 95 ± 3 99 ± 6 9

a Membrane type.
b Cyanide to complex ratio is 1.33.
c Cyanide to complex ratio is 0.74.
ex membranes, in the presence of tetraethylenepentamine (TEP): (1) 5×10−6 M
−5 M TEP; (5) 1×10−5 M CN− + 1×10−4 M TEP; (6) 5×10−5 M CN−; (7) 5×10−5 M

4.5 mL min−1; carrier: 7×10−7 M KCN in 0.1 M NaOH; duplicate injections of 110 �L

the analyte is mandatory. In this context, the problem of calibra-
tion, using the most appropriate standards when bound cyanide
is to be measured directly, becomes relevant in view of the
intended WAD complexes speciation. Therefore, the calibration
procedure using simple cyanide ions as standards was compared
with the one performed with standards comprising a mixture of
CN− + Cd(CN)4

2− + Zn(CN)4
2− Although the equations describing

the two calibration procedures: y = (525±3)− (98±1) lg CCN
− (for

anide complex

3; P = 95%

− Zn(CN)4
2− Zn(CN)4

2− + CN−

g2 + ıSe1− xTex
a Ag2 + ıSea Ag2 + ıSe1− xTex

a Ag2 + ıSea Ag2 + ıSe1− xTex
a

8 ± 3 98 ± 5 96 ± 5 101 ± 5 100 ± 5
8 ± 3 98 ± 4 95 ± 2 100 ± 4 101 ± 4
3 ± 2 103 ± 6 96 ± 3 98 ± 3 100 ± 3

7 ± 4 98 ± 5 106 ± 2 95 ± 3 103 ± 5
7 ± 2 98 ± 4 103 ± 4 94 ± 3 98 ± 3
9 ± 4 99 ± 6 96 ± 4 99 ± 6 101 ± 4

5 ± 1 100 ± 1 99 ± 1 100 ± 2 101 ± 2
6 ± 4 99 ± 3 100 ± 2 99 ± 2 98 ± 2
5 ± 2 99 ± 1 101 ± 3 99 ± 2 99 ± 3

5 ± 2 101 ± 2 100 ± 2 99 ± 2 100 ± 3
4 ± 2 100 ± 2 98 ± 2 99 ± 3 99 ± 1
4 ± 1 98 ± 1 100 ± 2 99 ± 1 100 ± 2
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Table 3
WAD cyanide complexes determination in the presence of SCN− and Cl− ions

Recovery (%) (N = 3 and P = 95%)

CX/CCN
− (M) 50 100 500 1000

Membrane X = SCN−

Ag2 + ıSe1− xTex 97 ± 3 98 ± 6 99 ± 2 91 ± 6
Ag2 + ıSe 95 ± 2 103 ± 2 112 ± 1 117 ± 3

X = Cl−

Ag2 + ıSe1− xTex 95 ± 2 104 ± 2 102 ± 5 101 ± 5
Ag2 + ıSe 99 ± 4 98 ± 4 97 ± 2 98 ± 5

Sample composition: 3.3×10−6 M CN− + 8.3×10−7 M Zn(CN)4
2− + 8.3×10−7 M

Cd(CN)4
2− .

simple cyanide) and y = (517±2)− (98±1) lg CCN
− (for the mix-

ture), are statistically consistent, i.e., tcalc. = 1.08 (f = 10; P = 95%),
the procedure using mixed standards was adopted in order
to account for the possible steric and other effects in real
samples.

There is no clear understanding up till now of the mech-
anism of direct FI-response to bound WAD-cyanide. However,
the observed differences in the membranes’ response to spe-
cific WAD-cyanide complex as well as the perfect match of the
calibration curves obtained using either free cyanide ions or
CN− + Cd(CN)4

2− + Zn(CN)4
2− mixture as standards clearly sug-

gest that: (i) the explanation should be sought in the way
the silver chalcogenide membranes respond non-destructively to

free cyanide ion; (ii) the differences in the energy of Me–CN
bond for various WAD complexes, along with possible steric
effects should be considered among the response governing
parameters. Detailed studies in this context are in progress
now.

3.3. Ligand exchange approach to total WAD-cyanide
determination

The effectiveness of the ligand exchange reagents used so far
at displacing cyanide bound as WAD complexes [1,10–12,20–22]
has been estimated, after a separation step (such as distillation,
steam distillation, and gas diffusion) is applied. However, the sep-
aration step itself, which normally involves sample acidification
(pH varies from 4.5 up to 0 in the different procedures), con-
tributes substantially to the bound WAD cyanide release, as shown
by Sebroski and Ode [11]. Therefore, elimination of the separa-
tion step may lead to a considerable change in the cyanide release
effectiveness reported by the previous authors. Given that the
presently proposed flow-injection ion-selective detection system

Fig. 2. CN− + Zn(CN)4
2− + Cd(CN)4

2− total cyanide recovery dependence on
Hg(CN)4

2− and total cyanide concentrations in the sample. (�) Ctotal CN−= 1×10−4 M
and X = 6; (�) Ctotal CN−= 1×10−5 M and X = 7.
lanta 76 (2008) 914–921

measures directly part of the total WAD cyanide, i.e., the sum
of CN− + Cd(CN)4

2− + Zn(CN)4
2−, the cyanide release problem is

reduced to finding appropriate reagents to effectively displace the
cyanide from the other WAD complexes: Ag(CN)2

−, Ni(CN)4
2−,

Hg(CN)4
2− and Cu(CN)4

3−, and to leave unchanged the more sta-
ble complexes of Co(II), Fe(III) and Fe(II) ions. That is why our
preliminary experiments were focused on the broad spectrum of
LE reagents already used, in combination with a separation step,
in order to test their displacement effectiveness relative to the
above enumerated WAD complexes under the particular experi-
mental conditions of the present investigation, i.e., unchangeable
high pH≥12 and direct cyanide determination without prelimi-
nary separation. The LE effectiveness was evaluated first for each
WAD complex separately on the basis of triplicate injections for
each set of experimental parameters (bound cyanide concentra-
tion, varied temperature and pre-treatment time). The large group
of complexones (EDTA, DTPA and CDTA) first tested in view of the
high detector system selectivity towards them, exhibited low WAD
cyanide recovery even under rather harsh experimental conditions
(temperature of 60 ◦C) [30], and therefore dropped off from fur-
ther investigation. TEP/dithizone LE mixture, claimed as the most
effective reagent for release of cyanide from Hg(CN)4

2− [11], proved
inappropriate as well, because of the interference of dithizone with
the sensor’s response even when used in concentration as low as
5×10−7 M. From all other LE reagents or their mixtures (TEP/EDTA,
TEP/DTPA, TEP/glycine and Tiron) under test, only TEP when used
at ambient temperature met both requirements, i.e., selectivity to
WAD complexes only and effective cyanide displacement from all
but Hg(CN)4

2− complex. No appropriate LE reagent for the mercury
complex can be proposed at this stage. Our observations disagree
with the considerably high recovery for Hg(CN)4

2− treated with TEP
reported by Sebroski and Ode [11]. This is most probably due to the
afore-mentioned combined effect of the acidic gas-diffusion sepa-
ration step [12] with LE displacement, especially at concentrations
below 314 ppb, as was the case investigated by the above author.
Our efforts, therefore, were aimed to optimize the conditions for
FI/LE (TEP) determination of all but Hg(CN)4

2− WAD cyanides. The
effect of flow rate, when varied from 3 to 5.5 mL min−1, on the
recovery of each complex separately proved negligible and a recov-
ery close to 100% was observed. In order to avoid unnecessary
repetition, the data presented in Table 4 refer to the more tricky case
when the injected sample comprises a mixture of complexes, which
is further complicated by adding a new component so as to account
for the possible adverse effects on total cyanide recovery. For the
sake of consistency Table 4 presents also the results obtained by two

parallel successive measurements (six replicate injections for each)
of one and the same sample, before and after LE pre-treatment: (i)
DM in the Table refers to non-treated sample quantification which,
according to the previous section, is supposed to measure the sum
of CN− + Cd(CN)4

2− + Zn(CN)4
2−; (ii) the results obtained for total

WAD cyanide in the sample after LE pre-treatment with TEP are
labeled with LEM. As seen from the Table, when TEP is added to
the sample mixture in up to 20-fold molar excess it ensures com-
plete total cyanide recovery, when using the ternary Ag2 + ıSe1− xTex

for the whole concentration range examined. Complete cyanide
displacement is achieved for maximum 15 min even at the high-
est concentrations. The poor selectivity of the Ag2 + ıSe-membrane
towards TEP makes it appropriate for use only at total cyanide
content below 1×10−5 M, when the lower excess of TEP could
ensure complete recovery without interfering with the Ag2 + ıSe-
membrane response. The linearity quantification range extends
typically from 156 �g L−1 up to 13 mg L−1. The achieved lower
linearity limit by the proposed method seems quite satisfactory
when compared with 50 �g L−1 calibration limit reported for the
Perstorp amperometric analyzer used for the assessment of the
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Table 4
Successive cyanide recovery in non-treated (DM) and TEP pre-treated (CTEP/CCN

− = 20) (LEM) samples comprising various complex mixtures

Total CN− and component concentrations (mol L−1) Membrane Cyanide recovery (%) N = 6 and P = 95%

Sample composition (A): CN− + Cd(CN)4
2− + Zn(CN)4

2− + Ni(CN)4
2−

LEM (100% theor.) DM (75% theor.) Calculated (25% theor.)

8×10−6; 2×10−6 M CN− + 1.5×10−6 M Me(CN)4
n−4 Ag2 + ıSe1− xTex 104±3a 70±2 34

Ag2 + ıSe 108±3a 72±2 36

1×10−5; 2.5×10−6 M CN− + 1.9×10−6 M Me(CN)4
n−4 Ag2 + ıSe1− xTex 107±3a 71±1 36

Ag2 + ıSe 94±4a 73±2 21

5×10−5; 1.25×10−5 M CN− + 9.3×10−6 M Me(CN)4
n−4 Ag2 + ıSe1− xTex 98±1 72±4 26

Ag2 + ıSe 102±2 73±6 29

1×10−4; 2.5×10−5 M CN− + 1.9×10−5 M Me(CN)4
n−4 Ag2 + ıSe1− xTex 98±2 70±1 28

9

mple c

M (10

7 ± 4
1 ± 4

8 ± 4
1 ± 5

Sample composition (C):
CN− + Cd(CN)4

2− + Zn(CN)4
2− + Ni(CN)4

2− + Cu(CN)4
3− + Ag(CN)2

−

LEM (100% theor.) DM (60% theor.) Calculated (40% theor.)

g2 + ıSe1− xTex 98 ± 5 66 ± 2 32
g2 + ıSe1− xTex 97 ± 3 63 ± 2 34

g2 + ıSe1− xTex 97 ± 3 54 ± 3 43
g2 + ıSe1− xTex 105 ± 4 55 ± 4 50

4. B—sample contains 20% free cyanide and 20% complexed cyanide in each Me(CN)4
n−4.

−4 and 6% complexed cyanide in Ag(CN)2
− .

The combination of a highly selective detection system with
LE-cyanide displacement, which makes it possible to skip the
complicated separation step, stands on the positive side of the
developed protocol for total WAD cyanide determination. More-
over, due to the specific direct membranes’ response exhibited
to the most labile WAD complexes along with to simple CN−

group speciation of WAD cyanide became possible. On the
negative side stands its applicability only to samples free of
Hg(CN)4

2−.
Ag2 + ıSe

Sa

LE

8×10−6; 1.6×10−6 M CN− + 1.6×10−6 M Me(CN)4
n−4 Ag2 + ıSe1− xTex 9

1×10−5; 2×10−6 M CN− + 2×10−6 M Me(CN)4
n−4 Ag2 + ıSe1− xTex 10

5×10−5; 1×10−5 M CN− + 1×10−5 M Me(CN)4
n−4 Ag2 + ıSe1− xTex 9

1×10−4; 2×10−5 M CN− + 2×10−5 M Me(CN)4
n−4 Ag2 + ıSe1− xTex 10

8×10−6; 2.7×10−6 M CN− + 1.2×10−6 M Me(CN)4
n−4 + 2.5×10−7Ag(CN)2

− A
1×10−5; 2.7×10−6 M CN− + 1.7×10−6 M Me(CN)4

n−4 + 3×10−7 M Ag(CN)2
− A

5×10−5; 1.5×10−5 M CN− + 8×10−6 M Me(CN)4
n−4 + 1.5×10−6 M Ag(CN)2

− A
1×10−4; 3×10−5 M CN− + 1.6×10−5 M Me(CN)4

n−4 + 3×10−6 M Ag(CN)2
− A

A—sample contains 25% free cyanide and 25% complexed cyanide in each Me(CN)4
n−

C—sample contains 26% free cyanide and 17% complexed cyanide in each Me(CN)4
n

a Molar ratio of CTEP/CCN
− = 1.

draft EPA OIA-1677 method [20], with the additional benefit of
skipping over the gas-diffusion separation step. The complexity
of the sample mixture does not have notable effect on the total
(LEM) cyanide determination, even at high concentrations. It exerts
a more pronounced effect on the direct cyanide recovery (DM),
which possibly accounts for steric complications. Yet, the obtained
DM data are reliable enough to be used for WAD group specia-
tion.

The need for cyanide-species-specific methods has long been
recognized since different forms of cyanide have different toxic-

ity characteristics and physico-chemical properties. In this context,
the total WAD cyanide quantification, too, has its limitations
as far as the toxicological risk assessment and the evaluation
of cyanide fate and transport in the aquatic environment, and
treatment processes are concerned. The procedure of two suc-
cessive measurements of non-treated and LE-pretreated samples
makes it possible to distinguish between the WAD cyanide com-
plexes along with total cyanide determination, in compliance with
the above-mentioned toxicological and environmental demands.
Depending on the sample composition complexity, one may cal-
culate from the differences between LEM-total and DM-cyanide
recoveries the % content of the cyanide donated by the com-
plexes different from the group of CN− + Cd(CN)4

2− + Zn(CN)4
2−,

as presented in the column “calculated” in Table 4. For sample
composition A, it assesses the % of Ni(CN)4

2−, for sample com-
position B – the % of the sum of Ni(CN)4

2− + Cu(CN)4
3−, and for

sample C – the sum % content of Ni(CN)4
2− + Cu(CN)4

3− + Ag(CN)2
−,

respectively. Fig. 3 presents such group speciation for the most
complex sample, in the presence of a great excess of SCN− and
Cl−, which have been recognized as serious interferents by other
methods.
8±2 72±1 26

omposition (B): CN− + Cd(CN)4
2− + Zn(CN)4

2− + Ni(CN)4
2− + Cu(CN)4

3−

0% theor.) DM (60% theor.) Calculated (40% theor.)

57 ± 3 40
55 ± 2 46

56 ± 2 42
55 ± 3 46
Fig. 3. WAD cyanide group speciation in the presence of 100-fold excess of KCl and
KSCN. Sample composition: 26% free CN− , and 68% cyanide bound as Me(CN)4

n−4

or 17% in each complex (Me = Cd, Zn, Ni and Cu) and 6% cyanide as Ag(CN)2
− . Total

cyanide concentration is 5×10−5 M. Calc.1 is the calculated difference (LEM−DM).
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ent approach

− (mol L−1) TEP (mol L−1) Edep, vs. Ag/AgCl (V) tdep. (min) Recovery (%)
(N = 4; P = 95%)

8×10−4 −1.8 15 100 ± 2
8×10−4 −1.7 10 101 ± 2
8×10−4 −1.7 15 97 ± 3
920 A.R. Surleva, M.T. Neshko

Table 5
Total WAD cyanide recovery using the electrochemical de-complexation pre-treatm

Sample compositiona Total CN

Hg(CN)4
2− + Ni(CN)4

2− + Cu(CN)4
3− + Zn(CN)4

2− 4×10−5

Hg(CN)4
2− + Ni(CN)4

2− + Cu(CN)4
3− + Zn(CN)4

2− + Cd(CN)4
2− 4×10−5

Hg(CN)4
2− + Ni(CN)4

2− + Cu(CN)4
3− + Zn(CN)4

2− + Cd(CN)4
2− + Ag(CN)2

− 4×10−5

a Samples contain cyanide complexes in equal molar concentrations.

3.4. Electrochemical approach to total WAD cyanide
determination

In an attempt to overcome the negative aspect of the proposed
LE protocol, an electrochemical approach to complete cyanide lib-
eration from all WAD complexes has been developed quite recently
in this laboratory [28]. According to this method cyanide is released
from the WAD complexes through cathodic reduction of the metal
ions of the cyanide complexes by either potentiostatic or constant
current electrolysis. The addition of TEP considerably cuts down
the time for cyanide de-complexation in the potentiostatic mode
and is crucial under constant current mode for reasons to be dis-
cussed elsewhere. Table 5 illustrates the viability of the cathodic
potentiostatic cyanide liberation procedure, even at comparatively
high total cyanide concentrations, for different synthetic mixtures
of WAD complexes containing Hg(CN)4

2−. Twenty milliliters of the
samples are subjected to cathodic reduction in an ordinary two-
compartment electrolytic cell for up to 15 min and the cathodically
pre-treated sample is sucked immediately by a pump to feed the
injection loop of the single-line FIA system. So the whole procedure
for total WAD determination does not take more than 16–18 min.
Although the electrochemical pre-treatment in the present inves-
tigation was applied off-line, its great advantage is that it can
be implemented on-line and such experiments are in progress
now. Moreover, the presence of strong cyanide complexes such as
Fe(CN)6

4− and Fe(CN)6
3− do not interfere.

The new electrochemical approach to bound cyanide libera-
tion allows for a more detailed quantitative distinction between
the WAD complexes. The speciation protocol developed comprises
three successive measurements of one and the same WAD sample:
(i) non-treated sample (DM); (ii) LE with TEP pre-treated sample
(LEM); (iii) electrochemically pre-treated sample designated as EM.

When the sample contains all WAD complexes, the three mea-
surements (each comprising six replicate injections) identify and

quantify the following components:

(i) DM⇒ the sum of CN− + Cd(CN)4
2− + Zn(CN)4

2−;
(ii) LEM⇒ all WAD complexes, but Hg(CN)4

2−;
(iii) EM⇒ all WAD complexes.

It is very important to note that the results of these three mea-
surements provide the following additional information:

(i) The calculated difference (LEM−EM) quantifies only the
cyanide bound as Hg(CN)4

2−. When the results of the above
two measurements coincide, this indicates that the sample is
free of mercury complex. Thus, the performance of LEM and EM
measurements provides the required preliminary information
about the presence of Hg(CN)4

2−, as required by the analyti-
cal protocol described in the previous section. The possibility
to calculate the % content of Hg(CN)4

2− is even more impor-
tant given that there exists a threshold admissible % level above
which the results of DM are compromised, as discussed in Sec-
tion 3.2.
Fig. 4. Individual and group speciation following the three-step protocol for a
5×10−5 M total WAD cyanide sample comprising: 20% free CN− , and 68% cyanide
as Me(CN)4

n−4, 17% in each complex (Me = Cd, Zn, Ni and Cu), 8% and 4% bound
cyanide as Hg(CN)4

2− and Ag(CN)2
− , respectively. The samples contain also a total

of 7.5×10−3 M interferent ions: CO3
2− , SCN− , NH4

+, SO4
2− and Cl− in equimolar

concentrations. Calc.1—the calculated difference (EM− LEM); Calc.2—the calculated
difference (LEM−DM).

(ii) The calculated difference between the measurements
(LEM−DM) quantifies the sum of Ni(CN)4

2− + Cu(CN)4
3− + Ag

(CN)2
−.

Fig. 4 illustrates the results of such speciation protocol for a
synthetic sample containing all WAD complexes in the presence
of 100-fold excess of anions recognized as possible interferents by
the existing methods.

The proposed three-step protocol is easy to perform and
provides abundant important environmental and toxicological

information covering the same total cyanide concentration interval
as specified in Section 3.3.

4. Conclusions

The obtained results demonstrate clearly that the combination
of a highly selective FI-detection system, ensured by the thin-layer
silver chalcogenide FIPDs proposed by this laboratory, with ligand
exchange and the newly developed electrochemical pre-treatment
procedures for bound cyanide release, provides fast and simple way
for total WAD cyanide determination, thus making it possible to
skip the preliminary separation step (such as gas diffusion or perva-
poration). Consequently, the flow-injection system used is reduced
to a single-line one. The proposed alternative protocols are time-
efficient, the whole procedure taking no more than 16 min. With the
ensured equipment simplicity and the existing potential for further
miniaturization and on-line implementation of the electrochemical
pre-treatment approach to WAD cyanide release, the new analytical
protocol seems a good candidate for developing portable devices for
in-field WAD cyanide monitoring. A very important additional fea-
ture of the proposed methodology is the possibility for individual
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or group speciation of the total WAD cyanide, thus offering a step

ahead to meeting the ever increasing demand for cyanide-species-
specific methods for environmental risk assessment. To the best
of our knowledge, such detailed speciation is reported for the first
time.
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. Introduction

Reactive oxygen species (ROS) in the form of free radicals (OH•,
2
•−, ROO•, RO•, H2O2, HOCl, NO•, ONOO−) exist in the oxygen

etabolism. ROS are highly reactive chemical species, that can
eact with any macromolecules such as DNA, lipids and proteins
nd cause defects in their functions [1]. Such unbalanced oxida-
ive capacity is named oxidative stress which has been implicated
n the etiology of many diseases such as: heart disease, autism,
ancer, stroke, diabetes, Alzheimer’s dementia, Parkinson’s disease,
rthritis and muscular degeneration [2–7]. However, present day
ifestyles, which include consistent exposure to sunlight, radia-
ion, cigarette smoke and medicinal drugs, as well as pollutants
n air, water and food dramatically increase the number of ROS.
hese predispose people to oxidative stress, and drive the pro-
esses that lead to metabolic diseases. Therefore, the demand for
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xidant capacity methods: 1,10-phenanthroline (Phen) and ferric reducing
used for determination of antioxidant capacities (AC) of the acetonic and

le oils. The obtained mean Phen and FRAP values for acetonic extracts of
ur sunflower oils (39.3–336.5 and 39.5–339.6 �mol Fe/100 g) were higher
2.8–307.3 and 23.5–300.1 �mol Fe/100 g). However, antioxidant capaci-

corn oil, blended oils and two sunflower oils with garden green flowers
ol Fe/100 g for Phen and FRAP methods, respectively) were higher than

ils (54.2–249.2 and 52.9–244.7 �mol Fe/100 g for Phen and FRAP meth-
inear and significant correlation between these two analytical methods
nic and methanolic extracts). Also, total phenolic compounds (TPC) in the
r antioxidant capacities determined by Phen and FRAP methods (r = 0.9012,
cetonic and methanolic extracts, respectively). The comparable precision
0.7–4.0%, 0.6–4.0% for acetonic and methanolic extracts, respectively) and
104 and 2.62×104 dm3 mol−1 cm−1) for the proposed Phen and the mod-
te the benefit of the Phen method in the routine analysis of antioxidant

© 2008 Elsevier B.V. All rights reserved.
the efficient inhibitors of oxidation processes has become essen-
tial. It is known, that antioxidants in foods including mono- and
polyphenols, sterols, tocopherols, vitamins A and C, urate, thiols,
flavonoids, etc. have a major role of protection against diseases,
because these compounds scavenge ROS [8]. Furthermore, antiox-
idant compounds in vegetable oils exhibit an antiradical activity
and they are important in the prevention and treatment of the
mentioned diseases [9–11].

In the recent years, different methods have been proposed
for evaluation of the antioxidant capacity (AC) of vegetable
oils. AC of vegetable oils were most often analyzed by the
spectrophotometric procedures employing: ABTS (2,2′-azinobis(3-
ethylbenzothiaziline-6-sulfonate) [9,12–14], DPPH (2,2′-diphenyl-
1-picrylhydrazyl) [9,11,13,15–18], FRAP (ferric reducing antioxidant
power) assay [10,14,19,20], the competitive �-carotene or crocin
bleaching tests [9,13,17,21,22], phosphomolybdenum [22], thiobar-
bituric acid-reactive substance (TBARS) and the conjugated diene
method [23].

Recently, chemiluminescence (CL) and fluorimetry were used
for measurement of the hydrophilic and lipophilic chain-breaking
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Table 1
Studied oils

Sample Type of oil Source

1 Extra virgin olive oil (EVOO1) Spain
2 Extra virgin olive oil (EVOO2) Spain
900 A. Szydłowska-Czerniak et

antioxidant capacity of vegetable oils. The advantages of CL come
out from the reduced time of analysis. Usually one run takes a few
minutes and the assay can be easily automated [24]. Besides that,
the procedure based on photosensitized CL of luminol seems to
be also promising. Sacchetti et al. [17] applied the luminol photo-
chemiluminescence (PCL) technique for essential oils antioxidant
capacity determination.

Moreover, the total radical-trapping antioxidative poten-
tial (TRAP) [9] and the thiobarbituric acid-reactive substances
[23] methods were applied for AC determination. Also, the
high-throughput fluorescence technique (�PROX––anti protein
oxidation) based on diphenylhexatriene propionic acid (DPHPA)
and bovine serum albumin (BSA) equimolar complex was used
for determination antioxidant capacities (AC) of pumpkin oils [25].
Among fluorimetric methods, the ORAC assay has found the appli-
cation for measuring the antioxidant capacity of vegetable oils
[26–30]. A noninvasive ORAC method with oxygen probe coated
microplates for monitoring antioxidant capacity of vegetable oils
was proposed [26]. Ninfali et al. [27,28] and Samaniego Sánchez
et al. [13] have used the ORAC test to estimate the antioxidant
capacity of virgin olive oils. Moreover, the ORAC method was
applied for the determination and comparison of AC of olive oils
and rapeseed oils [20]. Besides, ORAC values were obtained for
cold-pressed seeds (black caraway, carrot, hemp, cranberry, mar-
ionberry, boysenberry, red raspberry, and blueberry) oils [29,30].
However, CL and fluorimetry methods require specialized, expen-
sive equipments. Therefore, spectrophotometric techniques should
be modified and employed by the industrial laboratory for AC deter-
mination of edible oils.

The red Fe(II)–phenanthroline (Phen) complex is widely applied
in classical spectrophotometric method for determination of iron.
However, to the best of our knowledge, there was no refer-
ence on application of the reaction between ferrous ions and
1,10-phenanthroline for determination of antioxidant capacity of
edible oils and the other foodstuffs. Only, Berker et al. [31] used
1,10-phenanthroline method for assay of antioxidant capacities
of different antioxidants and their mixtures. Besides that, Phen
method was applied for measuring the total antioxidant capacity
of plasma, pleural effusion and antioxidant defense system [32,33].

Moreover, in the literature there is a lack of optimal method, or
solvent used to extract all antioxidants present in edible oils. Differ-
ent solvents, acetone [9,16,34,35], methanol [10,11,18–20,27,28,35],
ethyl acetate [11,16,18,35], acetonitrile [35], hexane [16] were
applied for extraction of antioxidants from vegetable oils.
Therefore, in the presented paper, simple spectrophotometric
method for the antioxidant capacities determination of acetonic
and methanolic extracts of edible oils, based on formation of
ferrous–phenathroline complex was described. The aim of this
work was to compare results of AC of vegetable oils obtained by
the proposed Phen method and the modified FRAP method for
precision, accuracy and sensitivity.

The AC results, total phenolic compounds (TPC) and total toco-
pherols contents (TTC) were used as descriptors for principal
component analysis (PCA) in order to differentiate the analyzed
vegetable oils.

2. Experimental

2.1. Reagents

All reagents were of analytical or HPLC grade. 1,10-
phenanthroline (99%), 2,4,6-tris(2-pyridyl)-s-triazine (TPTZ,
99%), Folin-Ciocalteu reagent (FC reagent, 2N), caffeic acid (CA,
98%) and �-, �-, �- and �-tocopherols were purchased from
3 Extra virgin olive oil (EVOO3) Spain
4 Extra virgin olive oil (EVOO4) Italy
5 Refined olive oil (OO) Spain
6 Rapeseed oil 1 (RO1) Poland
7 Rapeseed oil 2 (RO2) Poland
8 Rice bran oil (RBO) Germany
9 Corn oil (CO) Hungary

10 Sunflower oil 1 (SO1) Romania
11 Sunflower oil 2 (SO2) Hungary
12 Sunflower oil + garlic (SOG) Hungary
13 Sunflower oil + paprika (SOP) Hungary
14 Sunflower oil + garden green

flowers (SOF1)
Hungary

15 Sunflower oil + garden green
flowers (SOF2)

Hungary

16 Blended vegetable oil:
sunflower + olive oils (BO1)

Hungary

17 Blended vegetable oil:
sunflower + corn + rapeseed oils
(BO2)

Hungary

18 Blended vegetable oil:
corn + cereals + nut + some
fruits + rice oils (BO3)

Italy

Sigma–Aldrich. Acetic acid, hydrochloric acid, sodium acetate,
sodium carbonate, iron(III) chloride hexahydrate (FeCl3·6H2O),
iron(II) sulfate heptahydrate (FeSO4·7H2O), methanol (99.8%),
acetone (99.5%), hexane (99%), tetrahydrofuran (THF, 99.8%) were
obtained from POCH (Gliwice, Poland). Redistilled water was used
for the preparation of solutions.

2.2. Instruments

The UV–vis spectra of solutions were measured using a Helios �-
UNICAM spectrophotometer in a 1 cm quartz cell. The Agilent 1100
HPLC system with autosampler and fluorescence detector (FLD)
were applied for determination of tocopherols content in oils. The
pH measurements were made with a pH-meter (Mettler Toledo,
SevenGoTM). The shaker SHKA 2508 - 1CE (Labo Plus), centrifuge
MPW-350 (LABO-MIX) and incubator INP 500 (Memmert) were
used for samples preparation.
2.3. Samples

Eighteen commercial edible oils, extra virgin olive oils, refined
olive oil, rapeseed, corn, rice, sunflower and blended vegetable
oils (Table 1), were manufactured in Spain, Italy, Poland, Germany,
Hungary, Romania and were purchased from local markets in the
original packing (poly(ethylene terephthalate) (PET) or glass bot-
tles). All oils (ca. 30 g) were transferred into an amber-coloured
glass bottles and stored below 10 ◦C in the dark until analysis.

2.3.1. Oil samples preparation for determination of antioxidant
capacity

Acetone and methanol extracts from the studied oils were
obtained. The test tubes with oils (1.5000–3.5000 g) and solvent
(10 mL) were shaken for 1 h at room temperature in the dark. The
extracts were then separated from oils in a freezer (−20 ◦C, 1 h) and
transferred quantitatively into a glass bottles. Each oil sample was
extracted in triplicate and extracts were stored in refrigerator, prior
to AC analysis.
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2.4. Antioxidant capacity determination

2.4.1. Phenanthroline method
0.6 mL of acetonic or methanolic extracts of an oil sample, 1 mL

of 0.2% FeCl3 solution in acetone (methanol) and 0.5 mL of 0.5%
1,10-phenanthroline solution in acetone (methanol) were placed
into a 10-mL volumetric flask and made up to volume with acetone
or methanol. The obtained solution was mixed and left at room
temperature in a dark. After 20 min, the absorbance of an orange-
red solution was measured at 510 nm against a reagent blank (1 mL
of FeCl3 (0.2%) and 0.5 mL of Phen (0.5%) made up to 10 mL with
acetone or methanol).

2.4.2. FRAP method
The spectrophotometric FRAP method was used for AC deter-

mination of oils according to Benzie and Strain [36] with minor
modifications. The FRAP reagent contained 2.5 mL of a 10 mmol/L
TPTZ solution in 40 mmol/L HCl, 2.5 mL of 20 mmol/L FeCl3 and
25 mL of 0.1 mol/L acetate buffer (pH 3.6) was prepared freshly
and incubated at 37 ◦C for 10 min. Then, 0.3 mL of acetonic or
methanolic extracts of oil samples and 2 mL of FRAP reagent were
transferred into a 10-mL volumetric flask and made up to volume
with redistilled water. The obtained blue solutions were kept at
room temperature for 10 min and centrifuged at 15,000 rpm for
10 min in a lab centrifuge to remove solids. The absorbance was
measured at 593 nm against a reagent blank (2 mL of FRAP reagent
made up to 10-mL with redistilled water).

2.4.3. Calibration curves
Calibration curves were prepared using working solutions of

FeSO4·7H2O between 0.010–0.080 and 0.005–0.040 �mol/mL for
Phen and FRAP methods, respectively. Five calibration curves for
each method were plotted on the same day. The least-squares
method was applied to calculate the lines y = 13.1x−0.015 and
y = 10.0x−0.014 for acetonic and methanolic solutions of Phen
method and y = 23.9x + 0.035 for FRAP method. The correlation
coefficients were 0.9988, 0.9997 and 0.9976 for Phen and FRAP
methods, respectively. The relative standard deviations (R.S.D.,
n = 5) of the slopes were 0.2% and 0.8% for Phen method and
0.1% for FRAP method. The within day precision of each method
was tested by analyzing five replicate samples containing 0.050
and 0.020 �mol/mL for Phen and FRAP methods, respectively. The
obtained values of R.S.D. (1.8% and 2.4% for acetonic and methano-
lic solutions of Phen method and 2.2% for FRAP method) indicating

reasonable repeatability of these methods. The proposed phenan-
throline method (ε = 1.27×104 and 1.11×104 dm3 mol−1 cm−1 for
acetonic and methanolic solutions) appeared to be less sensitive
than FRAP method (ε = 2.62×104 dm3 mol−1 cm−1). In comparison,
Berker’s et al. [31] found a similar value of the linear correla-
tion coefficient (0.9997), R.S.D.slope (<2%) and molar absorptivity
(2.14×104 dm3 mol−1 cm−1) for the standard antioxidant (Trolox)
analysis by Phen method. Moreover, the calculated detection (DL)
and quantification limits (QL) (Table 2), confirm linearity concen-
trations ranges for AC determination by the proposed Phen and
FRAP methods.

2.5. Determination of total phenols

Total phenols content were determined according to procedure
described previously by Haiyan et al. [37], according to which sam-
ples of oils were weighed (5.0000 g), dissolved in hexane (15 mL)
and extracted with methanol (3×5 mL, 2 min). The methanolic
extracts were left overnight, washed with hexane (25 mL), 1 mL of
extract was transferred into 10 mL calibration flask, 0.5 mL of Folin-
Ciocalteu reagent added and shaken (3 min). To the extract, 1 mL of
lanta 76 (2008) 899–905 901

saturated sodium carbonate solution was added and made up to the
mark with redistilled water. After 1 h, solutions were centrifuged at
10,000 rpm (5 min) and absorbances at 725 nm, measured against
a reagent blank.

Calibration curves were prepared for working solutions of caf-
feic acid in the concentration range 0.4–10 �g/mL. Five calibration
curves were plotted using the least-squares method resulting in
equation y = 0.075x + 0.001, where R2 = 0.9985, R.S.D.slope = 0.8% and
for c = 6 �g CA/mL, R.S.D. = 1.1% (n = 5).

2.6. Determination of tocopherols

Tocopherols content was determined according to Bunge Europe
Research and Development Center––in house method. Oil samples
dissolved in hexane (0.5000 g in 5 mL) were injected (5–20 �L) on
a LiChrospher 100 Diol (125 mm×4 mm, 5 �m particle size, Agi-
lent Technologies) column and analyzed by an Agilent 1100 HPLC
system with autosampler and fluorescence detector. The mobile
phase was hexane with tetrahydrofuran (96:4 vol/vol%) and a flow
rate of 0.8 mL/min. The excitation and emission wavelengths at
280 and 340 nm were used, respectively. The concentrations were
calculated from the calibration curves prepared for �-, �-, �- and
�-tocopherol isomers.

2.7. Statistical analysis

The AC of the studied oils were determined (5 portions of
each oil extracts analyzed within 1 day) by the proposed Phen
and FRAP methods. The obtained results were presented as: mean
(c)± standard deviation (S.D.), within-day precision (R.S.D., %). Both
methods of AC determination were compared for precision and
accuracy using the Snedecor F-test and Student’s t-test. Moreover,
Pearson correlation test was used to determine the correlations
between variables: AC results, total phenols content and total toco-
pherols content for different vegetable oils. Differences of p < 0.05
were considered significant.

Principal component analysis was performed for the results of
AC, TPC and TTC of the studied oils using the Statistica (Windows
software package) (version 6.0, 2001). PCA score plot was used
to determine, whether various oil samples could be grouped into
different classes.

3. Results and discussion
3.1. Determination of antioxidant capacity of edible oil

The relevant chemical reaction of the Phen and FRAP methods
should be presented by following equation:

Fe(III)–L + antioxidant → Fe(II)–L + oxidized antioxidant

where L is the ferrous-selective chromogenic ligand (1,10-
phenanthroline or 2,4,6-tripyridyl-s-trazine). These analytical
methods were used to determination of antioxidant capacities of
vegetables oils and the obtained results were listed in Table 3.

It can be noted, that antioxidant capacity of the oil samples sig-
nificantly differ from each other. This variability can be explained by
the influences of genetic, environmental and technological factors,
which would affect the level of antioxidants content. Moreover, the
obtained AC results of the studied oils indicated, that acetone was
more efficient solvent than methanol for extraction of antioxidants
from olive oils, rapeseed, rice and sunflower oils (except SOF1 and
SOF2) (Table 3). However, the AC values for acetonic extracts of CO,
BO1, BO2 and BO3 oils were lower than for methanolic extracts of
these oils. This suggests that the major antioxidants present in corn
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Table 2
Analytical parameters for the spectrophotometric determination of antioxidant cap

Parameter Phen method

Acetonic solutions

Concentration range [�mol/mL] 0.010–0.080
b± Sb

a 13.1±0.2
a± Sa

a −0.015±0.009
Sy/x

a 0.012
DL [�mol/mL] 0.003
QL [�mol/mL] 0.009

b: slope; a: intercept; Sb , Sa: standard deviations of slope and intercept; Sy/x: standa
a n = 5.

(CO), sunflower oils with garden green flowers (SOF1 and SOF2) and
blended oils (BO1, BO2 and BO3) are more polar than those in olive
oils, rapeseed, rice and the other sunflower oils under the experi-

ment conditions. For comparison, acetone was a better extraction
solvent than methanol for black peppercorn, rosehip, cinnamon
[38] and buckwheat [39].

Moreover, antioxidant capacities of rapeseed (RO1, RO2), two
sunflower oils with garden green flowers additives (SOF1, SOF2)
and blended oil (BO3) were similar in comparison to the AC of extra
virgin olive oils (Table 3). It is noteworthy, that AC values of the rape-
seed oil (RO2) were the highest among the analyzed oils. Gorinstein
et al. [34] also reported higher total radical-trapping antioxida-
tive potential (32.4 �mol/100 g) of the rapeseed oil than sunflower
(20.1 and 31.9 �mol/100 g) and grapeseed oils (29.0 �mol/100 g). It
can be noted that, olive oil (OO), corn, rice, sunflower oils (except
SOF1 and SOF2) and two blended vegetables oils (BO1 and BO2)
exhibit similar antioxidant capacities ranged between 22.8–105.8
and 23.5–101.3 �mol Fe/100 g for methanolic extracts determined
by Phen and FRAP methods, respectively. Besides, AC results for
discussed oils revealed the same level or somewhat higher, when
compared to those FRAP values obtained by other authors (152
and 65.3 �mol/100 g for olive and sunflower oils [14], 40.0, 10.8,
15.3 and 10.0 �mol/100 g for canola, sunflower,olive and corn oils,
respectively [19], 20–155 �mol/100 g for six virgin olive oils [10].

Table 3
Antioxidant capacities of the studied oils

Sample Antioxidant capacity

Phen method FRAP method

Acetonic extract Methanolic extract Acetonic extr

c± S.D.a [�mol
Fe/100 g]

R.S.D. [%] c± S.D.a [�mol
Fe/100 g]

R.S.D. [%] c± S.D.a [�m
Fe/100 g]

EVOO1 265.6 ± 5.2 2.0 200.3 ± 1.9 0.9 273.9 ± 4.2
EVOO2 135.8 ± 3.7 2.7 77.2 ± 3.0 3.9 142.7 ± 2.9
EVOO3 322.5 ± 7.3 2.3 274.4 ± 5.9 2.2 310.7 ± 7.6
EVOO4 249.5 ± 2.2 0.9 160.8 ± 2.4 1.5 252.6 ± 1.9
OO 55.8 ± 0.5 0.8 42.8 ± 0.6 1.3 54.3 ± 1.1
RO1 154.0 ± 2.6 1.7 144.0 ± 4.0 2.8 157.9 ± 3.5
RO2 336.5 ± 3.1 0.9 307.3 ± 3.9 1.3 339.6 ± 4.5
RBO 66.6 ± 0.8 1.2 61.3 ± 0.9 1.5 68.5 ± 1.3
CO 78.4 ± 1.2 1.5 105.8 ± 1.3 1.3 74.1 ± 3.0
SO1 60.8 ± 2.8 4.6 32.8 ± 0.8 2.5 62.9 ± 2.5
SO2 40.5 ± 1.4 3.4 36.8 ± 0.9 2.3 39.5 ± 1.2
SOG 39.3 ± 1.4 3.6 22.8 ± 0.8 3.5 40.6 ± 0.8
SOP 89.2 ± 1.8 2.0 67.2 ± 1.1 1.6 87.0 ± 2.0
SOF1 249.2 ± 2.4 1.0 312.9 ± 4.7 1.5 244.7 ± 2.6
SOF2 117.9 ± 2.1 1.8 186.7 ± 2.8 1.5 120.9 ± 1.7
BO1 54.2 ± 0.7 1.3 56.5 ± 2.8 4.9 52.9 ± 0.7
BO2 57.6 ± 0.5 0.9 61.4 ± 1.1 1.8 55.9 ± 0.9
BO3 112.5 ± 1.1 1.0 131.0 ± 3.6 2.7 109.0 ± 2.1

S.D.: standard deviation; R.S.D.: relative standard deviation, FAcO(FMeOH) = s2
2/s2

1; s2
1, s2

2: va
Phen and FRAP methods; Ftheoretical = 6.39 (p = 0.05); ttheoretical = 2.78 (p = 0.05).

a n = 5.
lanta 76 (2008) 899–905

FRAP method

Methanolic solutions Aqueous solutions

0.010–0.080 0.005–0.040
10.0±0.08 23.9±0.6
−0.014±0.002 0.035±0.014

0.003 0.017
0.0009 0.002
0.003 0.007

iation of y-residuals; DL = (3Sy/x)/b; QL = (10Sy/x)/b.

The within-day precisions of the proposed Phen and the
modified FRAP methods were tested by analyses of all oils in
five replicates. The calculated values of R.S.D. for the proposed

Phen method (0.8–4.6% and 0.9–4.9% for acetonic and methano-
lic extracts, respectively) were comparable to those obtained by
FRAP method (0.7–4.0% and 0.6–4.0% for acetonic and methanolic
extracts, respectively). These results indicate reasonable repeata-
bility of the proposed Phen and the modified FRAP methods.
Therefore, the Phen method can be applicable for antioxidant
capacity determination of vegetable oils. In comparison, Saura-
Calixto and Goňi [14] and Manna et al. [10] found a somewhat
higher values of R.S.D. (2.6–6.8%) for AC determination of sunflower
oil and olive oils by FRAP method.

Statistical analysis of the results obtained by the proposed
Phen and FRAP methods using the F-test revealed no significant
difference between the variances of the applied methods at the
probability level p = 0.05. The calculated F-values (the variance ratio
of FRAP and proposed Phen methods for AC determinations), rang-
ing from 1.01 to 6.24 and 1.07–5.88 for acetonic and methanolic
extracts, are below Ftheoretical = 6.39 (Table 3). Therefore, the pro-
posed Phen and known FRAP methods do not significantly differ in
their precision. However, the experimental t-values for the studied
antioxidant capacities of three methanolic extracts of oil samples
EVOO2, EVOO4 and BO1 were higher than the critical value t = 2.78

Statistical test

FAcO tAcO FMeOH tMeOH

act Methanolic extract

ol R.S.D. [%] c± S.D.a [�mol
Fe/100 g]

R.S.D. [%]

1.5 204.9 ± 4.4 2.1 1.57 2.13 5.54 2.37
2.1 88.9 ± 1.9 2.2 1.58 2.75 2.37 5.76
2.5 263.3 ± 3.9 1.5 1.09 2.35 2.31 2.77
0.7 163.6 ± 1.0 0.6 1.34 2.00 5.88 2.96
2.0 42.1 ± 0.3 0.7 5.82 2.47 3.44 2.41
2.2 150.9 ± 2.7 1.8 1.78 2.10 2.15 2.61
1.3 300.1 ± 6.0 2.0 2.07 1.71 2.46 2.27
1.9 62.6 ± 1.5 2.4 2.73 2.12 2.68 1.42
4.0 101.3 ± 3.1 3.1 6.24 2.63 5.48 2.70
4.0 30.9 ± 1.0 3.4 1.24 1.71 1.56 2.31
3.1 37.5 ± 1.3 3.4 1.27 1.18 2.30 2.32
2.1 23.5 ± 0.8 3.3 2.89 2.65 1.07 1.44
2.3 70.1 ± 1.5 2.1 1.26 1.48 2.02 2.61
1.1 306.5 ± 2.4 0.8 1.19 2.65 3.76 2.78
1.4 192.0 ± 2.4 1.2 1.61 2.05 1.45 2.34
1.3 53.9 ± 1.8 3.4 1.01 2.10 2.22 3.84
1.6 61.4 ± 2.5 4.0 2.94 2.78 4.89 0.039
1.9 126.9 ± 1.8 1.4 3.25 2.58 3.83 2.52

riance of AC results for acetonic (AcO) and methanolic (MeOH) extracts obtained by
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Table 4
Total phenolic compounds and tocopherols contents in the studied oils
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Fig. 1. Correlation between the FRAP and the proposed Phen methods for determi-
nation of antioxidant capacities of vegetable oils.

(p = 0.05). The results collected in Table 3 indicate, that there are
significant differences between the mean AC of two extra virgin
olive oil (EVOO2, EVOO4) and blended oil (BO1) assayed by both
analytical methods. Comparison of two experimental means of AC
(n = 5) of the studied oils show, that the proposed method in three
cases is affected by systematic errors. Although, the results of AC
determination for all oils obtained by the two analytical meth-
ods do not differ significantly at p = 0.001, because tcalculated values
are below ttheoretical = 8.61 (Table 3). Therefore, the proposed Phen
method gives accurate results for AC determination of edible oils
with the exception of three mentioned above cases.

On the other hand, the regression lines for comparing two
analytical methods were used. The correlation plots between the
obtained results of AC determination in acetonic and methanolic
extracts of different oil samples using the proposed Phen and the
modified FRAP methods are presented in Fig. 1.

A relatively high correlation coefficients of r = 0.9989 and
0.9986, for AC determinations of acetonic and methanolic extracts
of all studied oils, indicate a good agreement between both meth-
ods. Moreover, the slope of the regression lines (b = 0.9991±0.0246
and 0.9758±0.0278 for acetonic and methanolic extracts, respec-
tively) were close to the model value of 1. Besides, the confidence
limits of the intercepts (a = 0.2190±4.1621; 2.9837±4.3586, for
acetonic and methanolic extracts, respectively) include the ideal
value of 0. Therefore, the comparison between the results obtained
by the proposed Phen and the modified FRAP methods suggests
that, the two procedures give statistically comparable values of AC
of different vegetable oils.
3.2. Determination of total phenols content in the studied oils

The total phenols contents in the studied oils are presented in
Table 4.

Differences in phenols concentration in vegetable oils, can
be related to cultivars, environmental factors, technological pro-
cess, etc. [10]. It is notable, that TPC in extra virgin olive oils
(12.6–34.7 mg CA/100 g), sunflower oils with garden green flowers
(9.2 and 17.4 mg CA/100 g), rapeseed oils (4.7–17.5 mg CA/100 g),
corn and blended (BO1) oils (5.7 and 5.0 mg CA/100 g) were the
highest among all analyzed oils. Besides, sunflower oils (except
SOF1 and SOF2) and olive oil, rice and other blended oils (BO2 and
BO3) are less rich sources of total phenolic compounds (Table 4).
For comparison, the concentrations of total polyphenols in sun-
flower and olive oils reported by Saura-Calixto and Goňi [14]
were on the same level (14.0 and 17.3 mg/100 g). The studied sun-
flower oils and rapeseed oil (RO1) contain about 10 times higher
amounts of TPC in comparison to the reported results (0.17–0.32
and 0.28–0.40 mg/100 g for sunflower and rapeseed oils, respec-
tively) [24,34,40]. However, the average concentrations of phenols
Sample Total phenolic content
± S.D.a [mg CA/100 g]

Tocopherol content [mg/kg]

�-TE �-TE �-TE �-TE Total

EVOO1 23.3 ± 1.7 130 – – – 130
EVOO2 12.6 ± 0.5 160 – – – 160
EVOO3 34.7 ± 0.9 160 – – – 160
EVOO4 21.5 ± 0.7 190 – – – 190
OO 1.9 ± 0.08 170 – – – 170
RO1 4.7 ± 0.3 240 – 340 10 590
RO2 17.5 ± 0.3 290 – 370 10 670
RBO 2.6 ± 0.2 150 20 30 – 200
CO 5.7 ± 0.4 190 – 630 20 840
SO1 1.4 ± 0.03 660 – – – 660
SO2 3.6 ± 0.3 610 – – – 610
SOG 3.8 ± 0.1 560 20 – – 580
SOP 1.9 ± 0.08 570 20 – – 590
SOF1 17.4 ± 0.4 550 20 – – 570
SOF2 9.2 ± 0.2 570 20 – – 590
BO1 5.0 ± 0.3 470 20 – – 490
BO2 3.2 ± 0.2 450 10 160 5 625
BO3 3.6 ± 0.2 180 20 550 20 770

S.D.: standard deviation.
a n = 5 (methanolic extract).

in the studied olive oils (1.9–34.7 mg CA/100 g) were similar to
results for extra virgin and olive oils (3.4–35.8 mg/100 g [10],
0.4–26.5 mg/100 g [12], 5.5–12.6 mg/100 g [24], 13.9–34.0 mg/100 g
[28], 5.7–63.3 mg/100 g [15]. Although, significantly lower TPC
in some Spanish olives (0.21–0.46 mg/100 g) was determined by
Gorinstein et al. [9].

The values of R.S.D. ranged between 0.9% and 8.2% for total
polyphenols determination in all studied oils, indicating reason-
able repeatability of the used method. For comparison, R.S.D. values
of TPC determination in vegetable oils presented by others were
somewhat higher, 7.1–11.6% for rapeseed and sunflower oils [34],
4.1% and 6.4% for olive and sunflower oils [14] and 8.7–11.1% for
olive oils [9].

3.3. Determination of tocopherol content in the studied oils

Compositions of individual tocopherols in the studied vegetable
oils (Table 4) were in good agreement with the values proposed by
the Codex Alimentary Standard [41]. Olives and pure sunflower oils
contained only �-tocopherol, whereas �- and �-tocopherols were
determined in the analyzed rapeseed, corn and blended oils (except

BO1). Moreover, �-tocopherol was determined in blended oils,
rice oil and some sunflower oils (samples with additives). There-
fore, the total contents of tocopherols in olive oils (80–190 mg/kg)
and in rice oil (200 mg/kg) were significantly lower in compari-
son to the remaining vegetables oils (490–840 mg/kg). However,
the total tocopherols determined in the discussed oils were some-
what lower, when compared to results obtained by Ninfali et al. [28]
(124.7–214.2 mg/kg for olives), Pellegrini et al. [12] (138–369 mg/kg
for olives), Hay et al. [26] (314, 481 and 1276 mg/kg for olive, canola
and sunflower oils, respectively), Koski et al. [40] (96–266 mg/kg
for olives and 716–858 mg/kg for rapeseed oils) and Tuberoso et al.
[18] (217, 625 and 634 mg/kg for olive, rapeseed and sunflower oils,
respectively).

3.4. Correlation between antioxidant capacity and total
polyphenols and tocopherols in studied oils

Regression analysis was performed to calculate the correlation
between the total content of polyphenols and antioxidant capaci-
ties of the studied oils.
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As can be noted in Fig. 2, the obtained results indicate a signifi-
cant correlation between TPC in all oils and their AC determined by
Phen method (r = 0.9012 and r = 0.7818, p < 0.000127 for acetonic
and methanolic extracts, respectively, Fig. 2A). Similarly, TPC in
the studied oils significantly relates to their antioxidant capacities
determined by FRAP method (r = 0.8947 and r = 0.7830, p < 0.000122
for acetonic and methanolic extracts, respectively, Fig. 2B). How-
ever, the highest correlation coefficients were observed between
TPC in the analyzed oils and AC values for their acetonic extracts
(r = 0.9012 and r = 0.8947, p < 0.000001 for Phen and FRAP meth-
ods, respectively). Also, similar correlations between AC values and
total phenols in olive oils were reported (r = 0.8519–0.9448 [13],
r = 0.8250, p < 0.001 [28], r = 0.9590–0.9979 [9]).

Moreover, there was no linear correlation between total toco-
pherol contents in all studied oils (Table 4) and their antioxidant
capacity determined by the proposed Phen method (r = 0.3090

and r = 0.0656 for acetonic and methanolic extracts, respectively)
and the modified FRAP method (r = 0.3189, 0.0831 for acetonic
and methanolic extracts, respectively). Probably other, than toco-
pherols, antioxidants which are present in the studied oils
significantly contribute to their antioxidant capacities. For com-
parison, Tuberoso et al. [18] demonstrate significant correlation
between free radical scavenging activity of vegetable oils deter-
mined by DPPH method and total tocopherol content (r = 0.70 and
0.75 for methanolic and ethyl acetate extracts). However, the corre-
lation coefficient obtained by these authors was lower than the one
obtained (r = 0.9006 and 0.9032) for the relations between TTC and
AC of acetonic and methanolic extracts of blended oils determined
by Phen method.

3.5. Principal component analysis

Principal component analysis was applied to observe any
possible clusters within analyzed oils samples. The first two prin-
cipal components took into account 96.33% (PC1 = 78.26% and
PC2 = 18.07%, respectively), of the total variation. The scores of the
first two principal components, for 18 studied oils are presented in

Fig. 2. Correlation between: total phenolic content (TPC) and Phen values (A) and
total phenolic content and FRAP values (B).
Fig. 3. Principal component analysis plot of antioxidant capacity determination,
total phenolic and tocopherols contents in the studied vegetable oils.

Fig. 3. As can be seen, four distinct groups were formed by extra
virgin olive oils (1), olive oil and rice oil (2), sunflower oils with
two blended oils (BO1 and BO2) (3), rapeseed (RO1), sunflower
oil with garden flowers (SOF2), blended (BO3) and corn oil (4),
whereas samples of rapeseed oil (RO2) and sunflower oil (SOF1)
were clearly separated from these groups. These oils groups gen-
erally reveal similar antioxidant capacities. The rapeseed oil (RO2)
with the longest distance from other vegetable oils had the high-
est value of AC (Table 3), whereas the highest concentrations of
total tocopherols were determined in corn (CO) and blended oils
(BO3) (Table 4). It is noteworthy that, EVOO2 situated between clus-
ter of the other extra virgin olive oils and rice (RBO) and olive oils
(OO). Moreover, PCA graph revealed, that the studied oils with high
antioxidant capacities were located to the left in the score plot,
whereas oils with lower AC were situated at the right in the dia-
gram. Furthermore, oils with low total tocopherols content were
situated in the upper side of the scores plot, whereas oils with
higher TTC were located under the A1 axis.

4. Conclusions

A new ferric-ion spectrophotometric method was developed

for determination of antioxidant capacity of vegetable oils. The
proposed Phen method is simple, precise and convenient for the
determination of antioxidant capacities of vegetable oils. In contrast
to FRAP method, the proposed Phen method does not involve the
centrifugation of orange-red solutions before spectrophotometric
measurements. Besides, the Phen method resulted in determina-
tion of AC in the wider concentration range (0.010–0.080 �mol/mL)
than FRAP method (0.005–0.040 �mol/mL). It is noteworthy that,
there is the linear and significant correlation between these two
different analytical procedures.

The properties of the extracting solvents significantly affected
the antioxidant capacity of vegetable oils. Acetone appeared to be
better medium than methanol in extraction of antioxidants from
olive oils, rapeseed, rice and sunflower oils (without SOF1 and
SOF2).

Moreover, the Phen and FRAP results for the analyzed oils sig-
nificantly correlate with total phenolic content.

The proposed Phen method and acetone were chosen due to
preference of the fat industry for a simple procedure of antioxidant
capacity determination with clearly low toxicity solvent.
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1. Introduction
Molecular imprinting is a rapidly developing technique
for preparing polymeric materials, which can recognize tar-
get molecules by their complementary cavities [1,2]. Molecular
imprinting polymer (MIP) has outstanding advantages such as
predetermined selectivity, simple and convenient preparation,
robustness in organic solvents and acidic or basic reagents, and
durability to high temperature. MIP sensors have been developed
and applied for the binding of drugs, herbicides, toxins, solvents,
vapors and other biologically important molecules such as amino
acids and their derivatives, peptides, proteins, nucleotides and
nucleotide bases [3–8].

6-Mercaptopurine (6-MP) is an anti-cancer (“antineoplastic” or
“cytotoxic”) chemotherapy drug with immunosuppressant prop-
erties. It interferes with nucleic acid synthesis by inhibiting purine
metabolism and it is used, usually in combination with other drugs,
for maintenance therapy of acute lymphoblastic leukemia. Vari-
ous methodologies had been incorporated into high-performance
liquid chromatography to detect 6-MP [9–13]. The chromato-
graphic approach is both selective and sensitive, however, it may
require expensive equipment and toxic solvents and often involves

∗ Corresponding author. Tel.: +86 29 8530 8748; fax: +86 29 8530 7774.
E-mail address: zzj18@hotmail.com (Z. Zhang).

0039-9140/$ – see front matter © 2008 Elsevier B.V. All rights reserved.
doi:10.1016/j.talanta.2008.04.024
sity,

ber sensor based on molecular imprinted polymer as artificial recognition
of 6-mercaptopurine (6-MP) in human serum. This approach displayed

-MP to a strong fluorescent compound with H2O2 in the alkaline media.
tivity for 6-MP detection by molecular imprinted polymer’s recognition.
(R.S.D.) was 5% for a same sensor (n = 5) when 6-MP concentration was

developed method was satisfactorily applied to the determination of 6-MP
ecessity for sample treatment or time-consuming extraction steps prior

© 2008 Elsevier B.V. All rights reserved.

complex sample pretreatments. Therefore, spectroscopic method-
ologies suitable for routine laboratories are welcomed. However,
UV spectrophotometry procedures are subject to low sensitivity. As
spectrofluorometry is among the most sensitive spectrophotome-
try methods of analysis, it has been chosen for developing methods

to improve the sensitivity of analysis of 6-MP [14,15]. When they
are not combined with sample pretreatment steps, the spectro-
scopic methodologies may suffer from the effect of the potentially
interfering biological background, as well as from other unexpected
sample components. Therefore, spectrofluorometry method is only
reported for assay of 6-MP in tablets. Molecular imprinting tech-
niques may be able to provide the required selectivity to overcome
the problems of spectrofluorometry method, and could be used to
assay of 6-MP in complex samples.

Our previous report successfully developed a high through-
put chemiluminescence imaging coupled with MIP method for the
rapid and selective chiral recognition of dansyl-phenylalanine [16].
Although, 6-MP could not be detected by chemiluminescence imag-
ing, it can be converted to a strong fluorescence compound that can
be detected by spectrofluorometry with higher sensitivity.

We present here some results obtained using a fiber-optic flu-
orescence sensing device analyzing 6-MP-based MIP sensors. The
proposed sensors have been successfully applied to the analysis of
6-MP in human serum samples, which confirmed that the current
optical fiber sensors based on MIP was a promising procedure for
practical analysis.
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0.01 mol L−1 H2O2 was used for further work.
The influence of NaOH concentration on the fluorescence

intensity was studied at constant concentrations of 6-MP
(7.0×10−7 g mL−1) and 0.01 mol L−1 H2O2; reaction temperature,
80 ◦C and reaction time, 40 min (Fig. 2). It is noteworthy that
0.01 mol L−1 NaOH concentration was found to have the best result.
Final the 0.01 mol L−1 NaOH was selected.

The effect of reaction temperature on the fluorescence intensity
was studied in the range of 25–80 ◦C for reaction 40 min at constant
concentrations of 6-MP (7.0×10−7 g mL−1), 0.01 mol L−1 H2O2 and
0.01 mol L−1 NaOH. The results were shown in Fig. 3. The fluores-
cence intensity increased with raising the reaction temperature.
Thus the max temperature of constant temperature box, 80 ◦C, was
selected.

A series of experiments were performed to investigate the best
reaction time, because the reaction time had tremendous influ-
ence on the extent of reaction. When the reaction temperature
was 80 ◦C and other conditions were unaltered (only the reaction
time was changed), the results showed that the fluorescence inten-
sity increased when the reaction time prolonged in 40 min, above
L. Wang, Z. Zhang / T

2. Experimental

2.1. Materials

Trimethylolpropane trimethacrylate (TRIM) was purchased
from Sigma (St. Louis, MO, USA). Methacrylic acid (MAA) was
purchased from Sinopharm Chemical Co., Ltd. (Beijing, China). 2,2-
Azobis(2-methylpropionitrile) (AIBN) was obtained from Shanghai
No. 4 Chemical Reagent Factory (Shanghai, China). The standard
6-MP was purchased from the Chinese National Institute for the
Control of Pharmaceutical and Biological Product. Stock solution of
6-MP was prepared by dissolving 5 mg 6-MP in 50 mL 0.01 mol L−1

NaOH solution. The stock solution is stable at 5 ◦C for at least 2
months. Working standard solutions were obtained by appropriate
dilution with 0.01 mol L−1 NaOH solution.

Other reagents were purchased from Xi’an Chemical Reagent
Factory (Xi’an, China). All other reagents used were of analytical
reagent grade except for AIBN, which was chemical purity grade.
AIBN was recrystallized prior to use.

2.2. Apparatus

All fluorescence measurements were carried out on a 970-CRT
fluorescence spectrometer (Shanghai, China) with excitation and
emission slits both set at 10 nm, respectively. A bifurcated optical
fiber was used. The excitation light was carried to the well through
one arm of the bifurcated optical fiber and the emission light col-
lected through the other.

2.3. Preparation of molecularly imprinted microspheres

To demonstrate the utility of MIP-based sensor, the MIP was pre-
pared using a TRIM/MAA matrix. Polymer was specifically tailored
with selectivity by using 6-MP as template. The polymer was syn-
thesized under following conditions: 1 mmol of template molecule
and 3.0 mmol of MAA were dissolved in 40 mL of methanol in a glass
ampoule by sonication for 5 min. 1.5 mmol of cross-linker (TRIM)
and 50 mg of the initiator (AIBN) were then added. The solution was
again sonication for 5 min and saturated with dry nitrogen for 5 min
and the tube sealed under nitrogen. Polymerization was started by
placing the tube in a water bath at 60 ◦C for overnight.

The microspheres obtained were collected using a Hermle
Labortechnik centrifuge model Z383K (Hermle Labortechnik,
Wehingen, Germany) at 5500 rpm for 30 min and dried in vacuum

50 ◦C for 24 h. The template molecule was removed by several wash-
ing steps (3×1 h×45 mL) in methanol containing 10% acetic acid
(v/v), followed by the same volume of 0.01 mol L−1 NaOH, then a
final rinsing in acetone. The reference nonimprinted microspheres
(NIPs) were prepared and treated in exactly the same way, except
that no print molecule was used in the polymerization.

2.4. Fluorescence measurements with the fiber-optic device

Thirty microliters of particle suspension (1.5×10−3 g mL−1) in
methanol/water (1:1, v/v) containing 0.1% PVA was applied to each
well of flat-bottom polystyrene microtiter plates (96 wells) dried at
70 ◦C for 30 min. Added 100 �L test compound solution to the well
of microtiter plates coated with MIP microspheres, and the plates
were placed 30 min for 6-MP adsorption to the MIP. Subsequently,
the plates were rinsed thoroughly with distilled water and ethanol.
The 50 �L H2O2 and 50 �L NaOH solutions were added to the well
after rinsing. The plates were place in constant temperature box at
80 ◦C for 40 min make the reaction complete. The fluorescence was
quantified using the bifurcated optical fiber and the fluorescence
spectrophotometer. The common end of the fiber was put into the
76 (2008) 768–771 769

96 well. Two arms of the bifurcated optical fiber were fixed in the
detecting chamber of the spectrofluorometer to carry the excitation
and emission light. The fluorescence measurements were carried
out at the maximum excitation wavelength of 310 nm and the maxi-
mum emission wavelength of 397 nm. After each measurement, the
optical fiber was washed first with doubly distilled water and then
with methanol until the fluorescence intensity reached the original
blank value.

3. Results and discussion

3.1. Conditions optimization

It was reported that 6-MP could be oxidized to a strong fluores-
cent compound by H2O2 in alkaline solution. In the present work,
the oxidized reaction couple to MIP sensor was used to determina-
tion 6-MP. Various conditions were optimized.

The effect of H2O2 concentration was investigated in the range
from 0.0001 to 1 mol L−1 at constant concentrations of 6-MP
(7.0×10−7 g mL−1) and 0.01 mol L−1 NaOH; reaction temperature,
80 ◦C and reaction time, 40 min. The results were shown in Fig. 1.
The fluorescence intensity increased with raising the concen-
tration of H2O2 up to 0.01 mol L−1. When H2O2 concentration
above 0.01 mol L−1, the fluorescence intensity decreased. Thus
40 min, only a small increase of signal was observed with prolong-

Fig. 1. Effect of H2O2 concentration on fluorescence intensity. Detection condition:
6-MP concentration, 7.0×10−7 g mL−1; NaOH concentration, 0.01 mol L−1; reaction
temperature, 80 ◦C; reaction time, 40 min.
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Fig. 2. Effect of NaOH concentration on fluorescence intensity. Detection condition:
6-MP concentration, 7.0×10−7 g mL−1; H2O2 concentration, 0.01 mol L−1; reaction
temperature, 80 ◦C; reaction time, 40 min.
Fig. 3. Effect of reaction temperature on fluorescence intensity. Detection con-
dition: 6-MP concentration, 7.0×10−7 g mL−1; H2O2 concentration, 0.01 mol L−1;
NaOH concentration, 0.01 mol L−1; reaction time, 40 min.

ing time. Forty minutes was selected as the reaction time in our
experiment. These solutions are stable at 25 ◦C for at least 1 h.

The excitation and emission spectra of 6-MP and its oxidation
product were illustrated in Fig. 4. According to these spectra shown
in Fig. 4, excitation wavelength of 310 nm and emission wavelength
of 397 nm were, respectively selected for the oxidation spectroflu-
orimetric determination of 6-MP.

Fig. 4. Fluorescence excitation (solid line) and emission spectra (dashed line) for
6.0×10−6 g mL−1 6-MP (a, b) and its oxidation product (c, d).
76 (2008) 768–771

Table 1
Tolerable concentration ratios with respect to 6-MP for some interfering substances
with and without MIP

Interference substances Concentration ratio (concomitant to 6-MP)

With NIP With MIP

Na+, Cl− 50 500
Mg2+ 50 500
Fe3+ 100 1000
Zn2+ 500 1000
Vitamin B1 50 500
Vitamin C 50 500
Uric acid 50 500
Urea 100 1000
Glucose 50 500
Ascorbic acid 20 200

MIP microspheres were immobilized at the bottom of
polypropylene tubes used 0.1% PVA according to our previous work
[16].

3.2. Method validation

All quantitative analyses were performed under the optimum
conditions.

3.2.1. Linearity, sensitivity and precision
Under the optimum conditions described above, the calibration

graph of emission intensity against 6-MP concentration was linear
in the range 1.0×10−8 g mL−1 to 6.0×10−6 g mL−1 and the detec-
tion limit was 3.0×10−9 g mL−1 (S/N = 3). All measurements were
carried out using five replicate measurements (n = 5). The linear cal-
ibration response curves can be described by the equation I = 63.29C
(10−6 g mL−1) + 6.723 (r = 0.9998) with the sensitivity set at 2, both
excitation and emission slit widths set at 10 nm, where I is S/N, C
is the concentration of 6-MP, and r is the correlation coefficient.
The determination was based on the sensor array (96 microtiter
plate). One sensor was used only once, it needs not regeneration.
Complete analysis, including sampling and analysis, could be per-
formed in 1 h. The relative standard deviation was less than 7.0% for
1.0×10−7 g mL−1 6-MP in human serum samples (n = 5). This level
of precision of the proposed method was adequate for the quality
analysis of 6-MP.

3.2.2. Interferences study

The interference of some components commonly present in

serum was investigated by analyzing a standard solution of
1.0×10−7 g mL−1 6-MP. The effects of substances including metal
ions, amino acids and carbohydrates on the determination were
tested by adding the interfering substances to 6-MP solution. The
tolerable limit of existed species was taken as a relative error not
greater than 5%. At the same time, the interference of these species
to 6-MP under the same conditions with NIP was also carried out.
The results (Table 1) showed that these substances in human serum
in the normal concentration range did not interfere with the deter-
mination of 6-MP.

3.3. Analytical applications

The above results encourage the use of the proposed method
described for the assay of 6-MP in human serum samples.

3.3.1. Determination of 6-MP in serum
Analysis of spiked serum samples was obtained on the optimum

conditions. Human serums were obtained from healthy persons.
The serum was added to the ultrafiltration tube and centrifuged



alanta
L. Wang, Z. Zhang / T

Table 2
Recovery for 6-MP in human serum samples

Sample Added
(10−6 g mL−1)

Found (10−6 g mL−1)a

±S.D.
Recovery (%) R.S.D. (%)

Serum 1 0.30 0.28 ± 0.02 94 2.5
Serum 2 1.00 0.95 ± 0.09 95 2.6

Serum 3 0.050 0.053 ± 0.008 106 3.1

a Average of three results.

at 4000 rpm for 30 min. The supernatants were used. A known
amount of standard solution added to the 2.5 mL supernatant and
the mixture was diluted to 50 mL with doubly distilled water. Fifty
microliters spiked sample was added into the 96 well plates and
used for 6-MP analysis. The method was validated using the recov-
ery test. The results of the recovery test are showed in Table 2. As can
be seen from Table 2, the recoveries of added 6-MP can be quan-
titative and t-test assumed that there is no significant difference
between recoveries and 100% at confidence level of 95%.

4. Conclusions

In this paper, we have presented results of fluorescence optical
fiber investigation of the oxidation of 6-MP in MIP sensors. MIP
has many advantages, including stability under harsh environment,
the simplicity of their preparation and can be used as alternatives
for enzymes and antibodies in sensors. In this proposed method,
the structure of the analyte was changed through the oxidation
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[

[
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reaction, which converts 6-MP to a compound that can be detected
with higher sensitivity.
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1. Introduction

The different chemical forms of a given element may reveal
significant different behavior of mobility and bioavailability [1].
Arsenic is widely known as a toxic element and naturally present
in all natural systems in various forms including inorganic arsenic
species (As(III)/As(V)) and organic arsenic species (monomethy-
larsonate (MMA), dimethylarsonate (DMA), arsenobetaine (AsB),
arsenocholine (AsC), etc.). It is well documented that inorganic
arsenic species, especially arsenite (As(III)), are more toxic than
their organic counterparts [2]. Selenium is recognized as both an
essential nutrient element and a toxic element to mammalian
species, and it is characterized by a very narrow concentration
range between essentiality, deficiency and toxicity [3]. Similarly,
inorganic forms of selenium are more toxic than organic forms,

∗ Corresponding author. Tel.: +86 27 68752126; fax: +86 27 68754067.
E-mail address: binhu@whu.edu.cn (B. Hu).

0039-9140/$ – see front matter © 2008 Elsevier B.V. All rights reserved.
doi:10.1016/j.talanta.2008.04.031
ethod has been presented for the separation and preconcentration of
) and selenium (Se(IV)/Se(VI)) species by a microcolumn on-line coupled
a-optical emission spectrometry (ICP-OES). Trace amounts of As(V) and

and preconcentrated from total As and Se at desired pH values by a con-
cetyltrimethylammonium bromide (CTAB)-modified alkyl silica sorbent
gent. The species adsorbed by CTAB-modified alkyl silica sorbent were

.10 ml of 1.0 mol l−1 HNO3. Total inorganic arsenic and selenium were sim-
of As(III) and Se(IV) to As(V) and Se(VI) with KMnO4 (50.0 �mol l−1). The
based on subtracting As(V) and Se(VI) from total As and total Se, respec-

the separation/preconcentration of As(V) and Se(VI) including pH, sample
olution and volume have been studied. With a sample volume of 3.0 ml,
h−1 and the enrichment factors for As(V) and Se(VI) were 26.7 and 27.6,

ction (LODs) were 0.15 �g l−1 for As(V) and 0.10 �g l−1 for Se(VI). The rel-
s) for nine replicate determinations at 5.0 �g l−1 level of As(V) and Se(VI)
ly. The calibration graphs of the method for As(V) and Se(VI) were linear
−1 with a correlation coefficient of 0.9936 and 0.9992, respectively. The
fully applied to the speciation analysis of inorganic arsenic and selenium

satisfactory results.
© 2008 Elsevier B.V. All rights reserved.
and the toxicity of Se(VI) is more severe than Se(IV) for humans
and most other mammals [4]. Therefore, it is particularly important
to develop analytical methods for the separation and preconcen-
tration of arsenic and selenium in environmental and biological
systems [5].

In the majority of environmental matrices, such as natural
water, arsenic and selenium are usually present as As(III)/As(V) and
Se(IV)/Se(VI) [4,6]. Analytical methods for the separation and pre-
concentration of arsenic or selenium have been reviewed [4,7,8].
The general methods for the separation and preconcentration of
inorganic arsenic and selenium are based on combining a very
efficient separation technique with a sensitive detection tech-
nique. Various detection techniques, such as atomic fluorescence
spectrometry (AFS) [9], atomic absorption spectrometry (AAS)
[10], stripping voltammetry [11–13], inductively coupled plasma-
optical emission spectrometry (ICP-OES) [14,16–18] and inductively
coupled plasma-mass spectrometry (ICP-MS) [8,15] have been
applied to accurately determine trace arsenic or selenium and its
species in various samples. Of all those detection methods, ICP-OES
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from a Labconco system. Se(IV) and Se(VI) stock solutions (1.0 g l
as Se) were prepared from analytical grade sodium selenite (Wako
C. Xiong et al. / Tal

has been considered to be one of the most efficient and robust
element-specific techniques due to its high sensitivity, simulta-
neous multielement determination, simple operation and ease for
on-line determination, thus extensively applied in trace element
analysis. However, direct application of ICP-OES for the determi-
nation of trace elements in environmental and biological systems
is limited due to sample matrix or spectral interference. Hence, an
effective separation method is often required [16–18].

The separation techniques for the elemental speciation
could be generally classified into chromatographic and non-
chromatographic techniques. The chromatographic techniques
include high performance liquid chromatography [10], capillary
electrophoresis [14], size exclusion chromatography (SEC) [15], and
ion-chromatography [19]. Non-chromatographic separation tech-
niques include solvent extraction [20], co-precipitation [21], cloud
point extraction [22] and solid phase extraction (SPE) [9,23-30].
For a simple elemental speciation, especially for different oxidation
state of a given element, non-chromatographic methods are more
diffused than the chromatographic techniques. Among these non-
chromatographic techniques, SPE has been effectively employed
due to some merits including convenience, low cost, time sav-
ing, reduced solvent utilization, possible miniaturization and easy
automation [31].

There are two operation modes for SPE: batch operation and
column operation, while the latter could be divided into off-line
and on-line operation modes. In recent years, on-line precon-
centration technique has attracted more attention because of its
remarkable merits of overcoming the drawback of batch opera-
tion to a greater extent and further enhancing preconcentration.
Blank values caused by the laboratory environment and reagents
can be significantly reduced, and limits of detection (LODs) can be
decreased as a result of the inert and closed nature of an on-line
system [9].

It should be noted that the investigation of sorbents plays a key
role in the development of SPE. Some solid phase sorbents includ-
ing polytetrafluorethylene fiber [9], ion-exchange resin [23,24],
controlled pore glass [25], non-polar C-18 cartridge [26], Diaion
HP-2MG resin [27], modified mesoporous TiO2 [28], activated car-
bon [29], and porous graphitic carbon [30] have been employed for
the separation and preconcentration of arsenic and/or selenium.
Nowadays, much attention has been paid to the investigation of
new adsorption materials for elemental speciation in SPE. There
are some reports about the application of anionic surfactant or
cationic surfactant modified solid phase adsorption materials for

the separation and preconcentration of trace elements in various
samples [32,33]. These methods were all based on the formation
of ion-associated complexes (metal-complexing agent-surfactant)
by choosing specific complexing agents. As a cationic surfactant,
cetyltrimethylammonium bromide (CTAB) forms ion-associated
complexes with complex anions due to its amino group, which
can transform into [R3R′N]+Br− in acidic media and be utilized as
the counter-ions in the traditional extraction. Thus, it can exchange
with anion complexes of metals like conventional anion exchanger.
Alkyl silica is a kind of hydrophobic solid phase adsorption mate-
rial and it is likely for CTAB be adsorbed onto alkyl silica due to its
hydrophobic moieties. Actually no data are published about the use
of CTAB-modified alkyl silica as adsorption material for elements
analysis.

The aim of this work was to prepare a new kind of sorbent by
on-line immobilizing CTAB onto alkyl silica, and to develop a sen-
sitive and simple method for the separation and preconcentration
of As(III/V) and Se(IV/VI) based on CTAB-modified alkyl silica sor-
bent separation/preconcentration on-line coupled with ICP-OES.
The retention and elution conditions for separation and precon-
centration of inorganic arsenic and selenium species have been
6 (2008) 772–779 773

Table 1
Operation parameters of Intrepid XP Radial ICP-OES

RF generator power (W) 1300
Frequency of RF generator (MHz) 27.12
Plasma gas flow rate (l min−1) 14
Carrier gas (l min−1) 0.6
Auxiliary gas flow rate (l min−1) 0.5
Integration times (s) 15
Emission lines (nm) As, 189.042

Se, 196.090

studied and the optimized experimental conditions were estab-
lished. The developed method was applied to the separation and
preconcentration of inorganic As and Se in natural water samples
with satisfactory results.

2. Experimental

2.1. Apparatus and operating conditions

Intrepid XP Radial ICP-OES (Thermo, Waltham, MA, USA) with
a concentric nebulizer and a Cinnabar spray chamber was used for
the determination of As and Se species. The instrument operating
conditions and wavelengths used are given in Table 1. The pH val-
ues were adjusted by a Mettler Toledo 320-S pH meter (Mettler
Toledo Instruments Co. Ltd., Shanghai, China) supplied with a com-
bined electrode. A conical microcolumn (˚0.6 mm×5 mm, 50 mm
length, 200 �l pipet tip, Yuhua Experimental Instrument Factory,
Haimen, Jiangsu, China) made of polypropylene material was used
as the CTAB-modified alkyl silica sorbent holder. A HL-2 peristaltic
pump (Shanghai Qingpu Huxi Instrument Factory, Shanghai, China)
was employed to propel the solution.

2.2. Standard solution and reagents

As(III) and As(V) stock solutions (1.0 g l−1 as As) were pre-
pared from analytical grade sodium arsenite (Shanghai Reagent Co.
Ltd., Shanghai, China) and sodium arsenate (Shanghai Reagent Co.
Ltd., Shanghai, China), respectively, by dissolving their appropri-
ate amounts in high-purity deionized water (18.2 M� cm) obtained

−1
Pure Chemical Industries, Ltd., Japan) and sodium selenate (Wako
Pure Chemical Industries, Ltd., Japan), respectively, by dissolving
their appropriate amounts in high-purity deionized water. Work-
ing standard solutions were prepared daily by stepwise dilution
of their stock solutions with high-purity deionized water. Some
characteristics of arsenic and selenium species are summarized in
Table 2.

CTAB (99+%) was obtained from Acros Organics, New Jersey,
USA. HCl (Shanghai Reagent Co. Ltd., Shanghai, China) and HNO3
(Shanghai Reagent Co. Ltd., Shanghai, China) were of the highest
purity available. 0.1 mol l−1 sodium acetate-acetic acid buffers were
prepared to control pH values.

Alkyl silica (100–150 mesh) (The First Reagent Factory, Shang-
hai, China) was immersed in ethanol and 1.0 mol l−1 HNO3 for 24 h
sequentially. It was then filtered, washed with high-purity deion-
ized water until it was neutral, and dried prior to storage for future
use.

All laboratory ware made of polyethylene or polypropylene
material were thoroughly cleaned by soaking in nitric acid (5%, v/v)
for at least 24 h. Prior to use, all acid-washed containers were rinsed
with high-purity deionized water.
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Table 2
Structure and pKa values of inorganic As and Se species [4,23,34]

Species Molecular formula pKa Structure

Selenious acid (Se(IV)) H2SeO3 pKa1 = 2.46
pKa2 = 7.31

Selenic acid (Se(VI)) H2SeO4 Strong acid

pKa2 = 1.92

Arsenous acid (As(III)) H3AsO3 pKa1 = 9.2

pKa2 = 12.1

Arsenic acid (As(V)) H3AsO4 pKa1 = 2.3

pKa2 = 6.8
pKa3 = 11.6

2.3. On-line preparation of CTAB dynamically modified alkyl
silica microcolumn

In this study, CTAB was dynamically coated on alkyl silica sor-
bent, and the modification procedure is described as follows: a total
of 60 mg of alkyl silica sorbent was filled into a 200 �l pipet tip
plugged with a small portion of cotton at both ends. 1.0 ml 0.5%
(m/v) CTAB was passed through the microcolumn at a flow rate
of 0.5 ml min−1. After on-line modification, 1.0 ml of 1.0 mol l−1

HNO3 was passed through the microcolumn to elute the possi-
ble impurities. After cleaning with 2 ml of high-purity deionized
water, the microcolumn was conditioned to the desired pH value
with appropriate HAc-NaAc buffer solution. The on-line modifi-
cation procedure was repeated after every 15 times usage of the
column.
2.4. General procedure

Certain volume of sample solution containing the species of
interest was divided into three equal parts, which were named
sample 1, 2 and 3 and their pH values were adjusted to 2.0, 6.5
and 6.5, respectively. Meanwhile, 50.0 �mol l−1 KMnO4 was added
into sample 3 for the oxidation of As(III) and Se(IV) into As(V) and
Se(VI), respectively.

Three milliliters of sample 1 was pumped through the micro-
column by a peristaltic pump at a flow rate of 1.7 ml min−1, and
then high-purity deionized water was passed through to wash off
the residual sample matrix on the column. The retained Se(VI)
was eluted with 0.10 ml of 1.0 mol l−1 HNO3 at a flow rate of
1.7 ml min−1, and the eluate was transferred directly into ICP-OES
for Se(VI) determination. Three milliliters of sample 2 (for As(V))
and sample 3 (for total As and total Se) were processed using
the same procedure mentioned above. The concentrations of the
species were on-line determined by ICP-OES. The concentration of
As(III) and Se(IV) in the sample solution were calculated by sub-
tracting As(V) and Se(VI) from total As and Se, respectively.
Fig. 1. Effect of concentration of CTAB on the adsorption percentage of As(V) and
Se(VI) with on-line modification. Conditions: As(V) and Se(VI), 2.0 mg l−1; flow rate,
0.5 ml min−1; amount of alkyl silica, 60 mg.

Three replicates of high-purity deionized water without any
species of interest were used as the blank solutions. The blank val-
ues for As(V), Se(VI) and total As and Se were determined after
the blank solutions were subjected to the procedures described for
samples as in sample 1, 2, and 3. The actual concentrations of the
species were obtained after blank subtraction.

The quantitative analysis was performed by the external stan-
dard method: the calibration curve for each species was obtained
after subjecting a series of standard solutions (0.5, 1.0, 5.0, 10.0,
50.0, 100.0, 500.0, 1000.0 �g l−1) to the same analytical procedure.
The calibration curve was obtained, and the concentrations of ana-
lytes in the samples were calculated based on the calibration curve.

2.5. Sample preparation

Nine fresh natural water samples (river water, lake water, well
water, rain water, pool water, tap water, etc.) were collected and
filtered through 0.45 �m membrane filters (Tianjin Jinteng Instru-
ment Factory, Tianjin, China) made of polytetrafluoroethylene
material. The filtrates were subjected to the analytical procedure
described above immediately after filtration to avoid the possible
transformation of inorganic As and Se species.
3. Results and discussion

3.1. On-line optimization of CTAB concentration

Fixing the volume and flow rate of CTAB at 1.0 ml and
0.5 ml min−1, respectively, the optimum concentration of CTAB
loaded onto alkyl silica was estimated. As shown in Fig. 1, As(V) and
Se(VI) were adsorbed quantitatively on the CTAB-modified alkyl
silica microcolumn when the concentration of CTAB was equal to
or higher than 0.2% (m/v). Considering the possible competitive
adsorption from other ions, a higher concentration of 0.5% was used
in future work.

3.2. Effect of pH

Solution pH plays an important role in adsorption and sepa-
ration of different species on adsorption materials. The effect of
pH of the aqueous solutions on the adsorption of As(III)/As(V)
and Se(IV)/Se(VI) in the microcolumn of alkyl silica sorbent with
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VI) (b
l; sam
Fig. 2. Effect of pH on the adsorption percentage of As(III)/As(V) (a) and Se(IV)/Se(
Se(IV/VI), 1.0 mg l−1; sample volume, 1.0 ml; HNO3, 1.0 mol l−1; eluent volume; 1.0 m

or without CTAB modification was examined in the pH range of
1.0–10.0. As can be seen in Fig. 2, none of the species had quantita-
tive adsorption on the untreated silica in the studied pH range. On
the contrary, the CTAB-modified sorbent showed different adsorp-
tion characteristics towards arsenic and selenium species in pH
range of 1.0–10.0. As(V) was quantitatively adsorbed by the CTAB-
modified sorbent in the pH range of 6.0–10.0, while As(III) was not
retained at any pH. Se(VI) could be adsorbed completely in a wide
pH range of 1.5–10.0, whereas the percent adsorption of Se(IV) on
the modified sorbent was gradually increased with the increase in
pH. It should be noted that, in the pH range of 1.0–3.0, only less
than 7% of Se(IV) was adsorbed. Thus, Se(VI) and Se(IV) could be
separated in the pH range of 1.5–3.0. CTAB is a cationic surfactant,
therefore CTAB-modified alkyl silica material could behave as an
anion exchange sorbent to selectively adsorb negatively charged
ions. The different adsorption behavior of As(III/V) and Se(IV/VI)
on CTAB-modified alkyl silica sorbent can be explained by their
pKa values (Table 2) and different ionic characters. According to
the pKa values of As(III) and As(V), when pH was above 6.0, As(V)
exists as negatively charged ions, whereas, As(III) exists mainly as
uncharged species in the whole studied pH range [6,23]. Thus, As(V)
was adsorbed by CTAB-modified alkyl silica sorbent when pH > 6.0

and As(III) was not adsorbed in the whole studied pH range. For
Se(IV/VI), the pKa2 of selenic acid is 1.92; thus, SeO4

2− is the domi-
nant species when pH > 1.9. The pKa1 and pKa2 of selenious acid are
2.46 and 7.31, respectively; thus, HSeO3

− was the dominant form
when pH > 4 [34] and barely be adsorbed by the CTAB-modified
alkyl silica microcolumn. Whereas, the percent adsorption gradu-
ally increased with pH and reached almost 70% at pH 9.5 where the
main Se(IV) species was SeO3

2−, having the higher (−2) negative
charge. It seems that the functional groups of CTAB-modified alkyl
silica microcolumn are behaving more selective towards the species
carrying higher charges. Thus, Se(VI) could be separated from total
inorganic Se at high acidic medium. The possible reactions of As(V)
and Se(VI) with the CTAB-modified alkyl silica sorbent might be
described as follows:

HAsO4
2− +2[R3R′N]+→ [HAsO4]2−[R3R′N]+2

SeO4
2− +2[R3R′N]+→ [SeO4]2−[R3R′N]+2

In the subsequent experiments, pH 2.0 and pH 6.5 were selected
for the separation of Se(IV) from Se(VI) and As(V) from As(III),
respectively.
) on alkyl silica sorbent with/without CTAB modification. Conditions: As(III/V) and
ple/eluent flow rate, 1.7 ml min−1. The errors of the experimental values <±5.0%.

3.3. Effect of sample flow rate

The sample flow rate should be optimized to ensure quantita-
tive adsorption of target species. The influence of the sample flow
rate on the adsorption percentage of 1.0 mg l−1 As(V) and 1.0 mg l−1

Se(VI) was studied and the results indicated that no obvious differ-
ence in the adsorption percentage has been observed when the
sample flow rate was varied from 0.4 to 1.7 ml min−1, suggesting
that As(V) and Se(VI) species have a rapid reaction mechanism with
CTAB-modified sorbent at desired pH values. In the subsequent
experiments, a sample flow rate of 1.7 ml min−1 was used.

3.4. Optimization of elution conditions

3.4.1. Concentration of HNO3
The influence of HNO3 concentration on the recovery of

1.0 mg l−1 Se(VI) (pH 2.0) and 1.0 mg l−1 As(V) (pH 6.5) from the
microcolumn was studied by keeping the eluent volume equal to
the sample volume (1.0 ml) and the eluent flow rate at 1.7 ml min−1.
The results indicated that both Se(VI) and As(V) were quantita-
tively recovered when the concentration of HNO3 was varied from
0.1 to 4.0 mol l−1. In this work, 1.0 mol l−1 HNO3 was used for the
quantitative recovery of Se(VI) and As(V).
3.4.2. Eluent flow rate
The influence of the eluent flow rate on the recovery of 1.0 mg l−1

Se(VI) and 1.0 mg l−1 As(V) was studied by keeping the eluent
volume and eluent concentration at 1.0 ml and 1.0 mol l−1, respec-
tively. The results indicated that any flow rate between 0.4 and
1.7 ml min−1 can be used for elution. In the present study, the flow
rate of elution was set at 1.7 ml min−1 in order to shorten the anal-
ysis time.

3.4.3. Eluent volume
Higher enrichment factor requires smaller volume of elution.

Therefore, three separate portions (0.10 ml each) of the eluent were
passed through the microcolumn and the concentrations of the
species in each portion were determined by ICP-OES. The results
demonstrated that quantitative recoveries of 1.0 mg l−1 Se(VI) and
1.0 mg l−1 As(V) were obtained with the first 0.10 ml of eluent.
Therefore, 0.10 ml 1.0 mol l−1 HNO3 was used to recover Se(VI) and
As(V) in the subsequent experiments.
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Diaion HP-2MG resin [27] and dimercaptosuccinic acid modified
mesoporous TiO2 [28], respectively.

3.8. Coexisting ions interference

Various coexisting ions were added individually to solutions
containing 0.050 mg l−1 As(III/V) and Se(IV/VI), respectively, and
their effects on the recovery of analyte species were investigated.
Table 3 shows the tolerance concentrations of coexisting ions and
it was acceptable when the recoveries of target species were in the
range of 90–110%. As can be seen, the developed method was fairly
free from interference by coexisting ions commonly found in natu-
ral water. It was also found that 50.0 mg l−1 Mn(VII) (corresponding
to 900.0 �mol l−1 MnO4

−) did not interfere with the determination
of total As and Se.

3.9. Sample throughput
Fig. 3. Optimization of KMnO4 concentration (a) and oxidation time (b). Con

3.5. Optimization of oxidation conditions

In order to determine the total concentration of inorganic As and
Se, an oxidizing agent of KMnO4 was added for conversion of As(III)
and Se(IV) to As(V) and Se(VI), respectively [6,16]. The oxidation
reactions at pH 6.5 are as follows:

2MnO4
− +3H3AsO3→ 2MnO2(S)+3HAsO4

2− +H2O + 4H+

2MnO4
− +3HSeO3

−→ 2MnO2(S)+3SeO4
2− +H2O + H+

The oxidation conditions including KMnO4 concentration and
oxidation time have been optimized and the results are shown in
Fig. 3. As could be seen, although 10.0 �mol l−1 KMnO4 was suffi-
cient for >95% adsorption of 1.0 mg l−1 As(III) and 1.0 mg l−1 Se(IV),
50.0 �mol l−1 KMnO4 was used in the analysis of real samples.

The oxidation time was studied by fixing the concentration of
KMnO4 at 50 �mol l−1. As shown in Fig. 3b, KMnO4 reacted with
As(III) and Se(IV) very rapidly and above 95% adsorption can be
obtained even after 2.5 min. To prevent co-precipitation of analytes
with MnO2 produced during the course of oxidation [6], analysis of
real samples after oxidation should be performed according to the
desired procedure immediately.

3.6. Sample volume
The effect of sample volume on the recovery of As(V) and Se(VI)
was studied by passing different volumes (2.0–50.0 ml) of two stan-
dard solutions through the microcolumn. The absolute amounts
of the As(V) and Se(VI) species were both 1.0 �g, and the pH of
the solutions for As(V) and Se(VI) was 6.5 and 2.0, respectively.
The results indicated that when the sample volumes of As(V) and
Se(VI) were lower than 20.0 and 40.0 ml, respectively, the recover-
ies of As(V) and Se(VI) were all above 90% and remained constant,
whereas a decrease was observed with the continuous increase of
sample volume for both As(V) and Se(VI). As described in the pre-
vious section, the analytes were quantitatively recovered using a
volume of 0.10 ml of 1.0 mol l−1 HNO3, obtaining enrichment factors
of 200 for As(V) and 400 for Se(VI). Considering the analysis time,
3.0 ml sample volume was used for the analysis of real samples.

3.7. Adsorption capacity

The adsorption capacity was obtained by using breakthrough
curve. Under the optimal conditions, the detailed procedure was
as follows: 50.0 ml sample solution containing 10.0 mg l−1 Se(VI)
s: As(III) and Se(IV), 1.0 mg l−1. The errors of the experimental values <±5.0%.

(pH 2.0) and As(V) (pH 6.5) was passed through the column, and
the analyte concentrations in the effluent were determined by ICP-
OES, respectively. Based on the method recommended in reference
[35], the adsorption capacities evaluated from the breakthrough
curve were 5.0 and 1.7 mg g−1 for Se(VI) (pH 2.0) and As(V) (pH
6.5), respectively, which are comparable with those obtained by
The overall time required for preconcentration of 3.0 ml of
solution was about 2.5 min, including loading (106 s), washing

Table 3
Tolerance concentrations of disturbance ions

Ions Tolerance limit (mg l−1)a Tolerance limit (mg l−1)b

K+, Na+ 500 500
Ca2+ 200 500
Mg2+ 30 100
Ba2+ 500 1000
Fe3+ 500 50
Zn2+, Cu2+ 500 500
Co2+ 100 20
Mn2+, Al3+ 50 10
Ni2+ 3 5
CH3COO− 2000 5000
H2PO4

− 100 1000
Cl− 4000 4000
SO4

2− 1700 2000
Citrate− 100 200

a As(III)/As(V): 0.050 mg l−1.
b Se(IV)/Se(VI): 0.050 mg l−1.
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Table 4
Comparison of the detection limits of As and Se by different separa-
tion/preconcentration approaches prior to ICP-OES/MS determination
Detection method Separation
approach

Detection limit (�g l−1) Literature

As Se

FI-ICP-OES SPE 0.15 0.10 This work
FI-ICP-OES SPE 0.1 16
HG-ICP-OES SPE 0.013a, 0.009b,

0.007c
18

ICP-OES SPE 0.49d, 0.10e 28
HG-CE-ICP-OES CE 2.3 14
FI-HG-ICP-OES SPE 0.4 17
FI-HG-ICP-OES SPE 0.011 25
ICP-MS SPE 0.007 26
ICP-MS SPE 0.008 23
ETV-ICP-MS HF-LPME 0.00056 20
AEC-HG-ICP-DRC-MS AEC 0.00027 39

HF-LPME, hollow fiber liquid phase microextraction; AEC, anion exchange chro-
matography.

a Sampling time is 60 s.
b Sampling time is 120 s.
c Sampling time is 180 s.
d On-line.
e Off-line.

(15 s), eluting (4 s, 0.10 ml), conditioning (20 s) at a flow rate of
1.7 ml min−1 and conversion operations (5 s). Therefore, the sample
throughput was about 24 samples per hour.

3.10. Linearity, detection limit, precision and enrichment factor
The analytical performance of the method was evaluated and
the results are as follows: after separation/preconcentration by
the proposed procedure, the calibration graphs of the method
for As(V) (pH 6.5) and Se(VI) (pH 2.0) were Y = 27.5X + 0.09 and
Y = 26.2X + 0.03 with a correlation coefficient of 0.9936 and 0.9992,
respectively. Both of the calibration graphs were linear in the range
of 0.5–1000.0 �g l−1. The relative standard deviation (RSD) of As(V)
and Se(VI) were 4.0% and 3.6% (C = 5.0 �g l−1, n = 9), respectively,
and their reproducibilities assessed in focus of between-day varia-
tion were less than 6.0% (C = 5.0 �g l−1, n = 7). Lower detection limits
can be achieved using a larger sample volume, even though this
prolonged the time of analysis. Using a volume of 3.0 ml of aque-
ous solution of As(V) or Se(VI), the detection limits (3�) were 0.15
and 0.10 �g l−1 for As(V) and Se(VI) with on-line concentration fac-
tors of 26.7 and 27.6, respectively, obtained by comparing the slope
of the calibration graph with and without preconcentration. The
quantitation limits (10�) were 0.50 and 0.33 �g l−1 for As(V) and
Se(VI), respectively. Table 4 lists the comparison of the detection
limits of As and Se obtained with the present study and the other
works reported in literatures. As can be seen, although the detec-

Table 5
Recovery values of As(V)/Se(VI) and total arsenic/selenium determined at different con
mean± S.D., n = 3)

As(III):As(V) As(V)

Added Found Recovery (%)

1:10 100.0 96.1 ± 5.8 96
1:1 10.0 9.0 ± 0.1 90
10:1 10.0 9.3 ± 0.8 93

Se(IV):Se(VI) Se(VI)

Added Found Recovery (%)

1:10 100.0 97.3 ± 2.8 97
1:1 10.0 10.6 ± 0.3 106
10:1 10.0 9.6 ± 0.2 96
6 (2008) 772–779 777

Table 6
Analytical results of As and Se species in ERMa samples (mean± S.D., n = 3)

Sample Element Found Certified

GSBZ 50031-94
(203706)b

Se(IV) NDc 17.2±1.8 �g l−1d

Se(VI) 16.6±0.6 �g l−1

BW3209 (0602)b As(III) 1.06±0.03 �mol g−1 1.01±0.02 �mol g−1

As(V) ND
BW3210 (0602)b As(III) ND

As(V) 0.228±0.010 �mol g−1 0.233±0.004 �mol g−1

a Environmental reference material.
b National standard of the People’s Republic of China.
c Not determined.
d Total Se.

tion limits of the method are higher than those obtained by ICP-MS
[20,23,26,39], they are comparable with those obtained by ICP-OES
detection [14,16,17,28], and can be used for the speciation analysis
of inorganic arsenic and selenium in environmental water samples.

3.11. Regeneration

The regeneration is one of the key factors for evaluating the per-
formance of the sorbent. Under the optimal conditions, a column
packed with CTAB-modified alkyl silica sorbent (on-line modifi-
cation) was subjected to the proposed procedure in a consecutive
manner and it is found that the column could be re-used at least 15
times.
3.12. Effect of As(III)/As(V) and Se(IV)/Se(VI) ratio

The changes in the redox equilibrium state may occur between
As(V) and As(III), Se(VI) and Se(IV) in the air, and thus the con-
tents of species in aqueous solutions may be changed. Therefore,
the effect of As(III)/As(V) and Se(IV)/Se(VI) ratio on the analyt-
ical results during the separation and preconcentration process
has been evaluated. Various synthetic samples with different
As(III)/As(V) and Se(IV)/Se(VI) concentration ratio were used and
the results are given in Table 5. All species of arsenic and sele-
nium were completely separated and recovered quantitatively with
As(III)/As(V) and Se(IV)/Se(VI) ratio varying from 0.1 to 10.0.

3.13. Validation and applications

In order to validate the method described, certified reference
materials were analyzed for As and Se species concentration
(BW3209 (0602), BW3210 (0602) and GSBZ 50031-94 (203706)
environmental water samples) (Institute of Reference Materials,
SEPA Beijing, P.R. China). Table 6 shows that the determined values
are in good agreement with the certified values.

centration ratios, as well as the calculated As(III)/Se(IV) concentrations (�g l−1,

As (total) Calculated As(III)

Found Recovery (%)

103.6 ± 6.0 94 7.5 ± 0.2
18.5 ± 0.4 93 9.5 ± 0.3

107.6 ± 5.6 98 98.3 ± 4.8

Se (total) Calculated Se(IV)

Found Recovery (%)

108.0 ± 4.1 98 10.7 ± 1.3
19.9 ± 0.8 99 9.3 ± 0.4

108.0 ± 7.0 98 98.4 ± 6.9
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Table 7
Analytical results of inorganic As and Se species in natural water samples (�g l−1, mean± S.D., n = 3)

Sample Added As As(V) As (total) Calculated As(III) Added Se Se(VI) Se (total) Calculated Se(IV)

As(III) As(V) Found Recovery (%) Found Recovery (%) Se(IV) Se(VI) Found Recovery (%) Found Recovery (%)

Yangtze River waterb 0 0 3.4 ± 0.3 3.2 ± 0.3 NDa 0 0 1.0±0.1 1.2±0.1 0.2±0.1
4.0 4.0 7.3 ± 0.4 99 11.3 ± 1.4 101 4.0±0.5 4 4 5.3±0.2 106 9.6±0.1 104 4.3±0.1

Pool waterc 0 0 4.3 ± 0.5 4.1 ± 0.1 ND 0 0 1.8±0.1 2.4±0.3 0.6±0.2
4.0 4.0 8.4 ± 0.6 101 12.0 ± 0.4 99 3.6±0.3 4 4 6.0±0.1 103 9.6±0.4 92 3.6±0.3

Tap waterd 0 0 2.4 ± 0.2 2.3 ± 0.2 ND 0 0 1.3±0.1 1.2±0.2 NDa

4.0 4.0 6.4 ± 0.8 100 10.9 ± 1.4 106 4.4±0.5 4.0 4.0 5.2±0.6 98 9.0±0.4 98 3.8±0.3
East Lake water 1e 0 0 4.5 ± 0.5 4.6 ± 0.6 ND 0 0 1.8±0.1 1.7±0.2 ND

4.0 4.0 8.3 ± 0.6 98 12.0 ± 0.4 95 3.7±0.2 4.0 4.0 5.3±0.1 91 9.8±0.8 101 4.5±0.6
s water 2f 0 0 4.3 ± 0.1 5.8 ± 0.8 1.5±0.3 0 0 1.7±0.2 2.1±0.2 0.4±0.1

4.0 4.0 8.6 ± 0.2 104 13.4 ± 1.3 97 4.8±0.6 4.0 4.0 6.0±0.3 105 9.7±0.6 96 3.7±0.3
Well waterg 0 0 4.0 ± 0.8 4.6 ± 0.5 0.6±0.3 0 0 2.2±0.2 2.8±0.1 0.6±0.1

4.0 4.0 8.3 ± 0.3 104 12.8 ± 0.6 102 4.5±0.3 4.0 4.0 6.1±0.3 98 10.3±0.6 95 4.2±0.4
Ancient well waterh 0 0 9.7 ± 0.9 11.4 ± 0.3 1.7±0.4 0 0 ND ND ND

4.0 4.0 13.3 ± 1.1 97 19.8 ± 1.0 102 6.5±0.1 4.0 4.0 3.7±0.3 93 8.2±0.5 103 4.5±0.2
Rain water 1i 0 0 3.6 ± 0.4 4.4 ± 0.5 0.8±0.1 0 0 3.0±0.4 3.3±0.3 0.3±0.1

4.0 4.0 7.2 ± 0.4 95 11.9 ± 1.0 96 4.7±0.6 4.0 4.0 6.6±0.6 94 11.6±1.0 103 5.0±0.5
Rain water 2j 0 0 3.1 ± 0.1 3.3 ± 0.1 0.2±0.1 0 0 2.3±0.2 2.8±0.3 0.5±0.1

4.0 4.0 6.6 ± 0.4 93 12.0 ± 1.1 106 5.4±0.7 4.0 4.0 6.8±0.4 108 10.5±0.5 97 3.7±0.1

a Not determined.
b pH 7.5, Wuhan, China.
c pH 7.3, Weiming Pool, Wuhan University, Hubei, China.
d pH 7.3, the tap in the laboratory.
e pH 7.8, surface water.
f pH 7.7, below 1 m of the surface.
g pH 7.1, Yiling, Yichang, Hubei, China.
h pH 6.2, Zhuodaoquan Temple, Wuhan, Hubei, China.
i pH 5.6, collected at the beginning of the raining season in Wuhan, China.
j 5.5, collected at the middle of the raining season in Wuhan, China.
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The method was also applied to the determination of trace
As(V)/Se(VI) and total As/Se in natural water samples such as
Yangtze River water, East Lake water, well water, rain water, pool
water, tap water. The results are shown in Table 7. It can be seen
that the recoveries for the spiked water samples were 93–106% for
As species and 91–108% for Se species, respectively.

Based on the regulation set by World Health Organization
(WHO) [36] and the US Environmental Protection Agency (USEPA)
[37], the maximum permissible concentration of As is 10.0 �g l−1 in
drinking water. The results listed in Table 7 indicated that the con-
centrations of As in most natural water samples except for ancient
well water were below the WHO and USEPA recommended limit
and were safe and fit for consumption. In these natural water sam-
ples, As(V) was predominant among the inorganic As species as
reported in literatures [16,23]. Higher concentrations of As(V) and
As(III) were found in the present study than those in literatures
[16,23], probably because of the different geographical area [36].
Surprisingly, high concentrations of As(V) and As(III) were found in
ancient well water and the total As was higher than the maximum
permissible concentration for drinking water by WHO and USEPA.
Fortunately, As(III) was not found in tap water as expected.

Similarly, 50.0 �g l−1 is the maximum permissible concentra-
tion of Se in drinking water as recommended by the WHO [36].
Table 7 provides evidence that the predominant form of inor-
ganic selenium in natural waters analyzed was Se(VI) and the total
concentrations of inorganic selenium were lower than the maxi-

mum permissible value recommended by WHO. In these natural
water samples, concentrations of Se(VI) and Se(IV) were similar to
those reported in literature [20,24,38], whereas much lower values
were reported in some other studies [9,29,39], possibly due to the
variation of geographical locations where samples were collected
[4].

4. Conclusion

In this paper, a new kind of sorbent of CTAB-modified alkyl sil-
ica has been prepared by on-line modification and applied for the
on-line separation and preconcentration of inorganic arsenic and
selenium by ICP-OES in environmental water samples for the first
time. A conical pipet tip (200 �l, cheap and easy to obtain) was used
as microcolumn for loading the solid phase adsorption material and
the operation was very easy. No chelating reagent was used in this
experiment, thus, avoiding the possibilities of contamination risks.
The proposed method was simple, fast, and selective with on-line
detection by ICP-OES and it could be adapted for rugged and rou-
tine use by the contract lab population and practitioners in water
field who utilize such analyses.
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39] D. Wallschläger, J. London, J. Anal. At. Spectrom. 19 (2004) 1119.



A
f

X
D
C

1

th
u
u
in
in
it
w
o
in
2
th
(t
p
u
a

0
d

Talanta 76 (2008) 865–871

Contents lists available at ScienceDirect

Talanta

journa l homepage: www.e lsev ier .com/ locate / ta lanta

utomated on-line column-switching HPLC–MS/MS method
or measuring environmental phenols and parabens in serum

iaoyun Ye, Lily J. Tao, Larry L. Needham, Antonia M. Calafat ∗

ivision of Laboratory Sciences, National Center for Environmental Health, Centers for Disease

ontrol and Prevention, 4770 Buford Highway, Mailstop F53, Atlanta, GA 30341, USA

using
pe d
nviro

ichlo
d ben
reve

ted t
, and
dilut

peak
limit
quate
ible to
-per-
d sam
meas
a r t i c l e i n f o

Article history:
Received 6 March 2008
Received in revised form 15 April 2008
Accepted 16 April 2008
Available online 24 April 2008

Keywords:
Phenols
Parabens
HPLC–MS/MS
Serum

a b s t r a c t

We developed a method
uid chromatography–isoto
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and concentrated on a C18
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monolithic HPLC columns
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on-line SPE with analyte
MS detection, resulted in
high throughput and ade
that analytically it is poss
and accuracy at sub-parts
factors, including validate
data, are required if these
. Introduction

Humans are exposed to environmental phenols and parabens
rough industrial pollution, pesticide use, food consumption, and

se of personal care and consumer products. Bisphenol A (BPA) is
sed to manufacture polycarbonate plastic, which can be found

water and infant bottles, and epoxy resins, which can be used
protective coatings on food containers and in dental compos-

es and sealants [1]. Some chlorophenols have been used in the
ood preservation industry, as intermediates in the production

f pesticides, and as disinfectants or fungicides for industrial and
door home use [2]. Other phenols, including the sunscreen agent

-hydroxy-4-methoxybenzophenone (benzophenone-3, BP-3) and
e antimicrobial agent 2,4,4′-trichloro-2′-hydroxydiphenyl ether
riclosan), are used extensively in personal care and consumer
roducts [3]. Parabens, esters of p-hydroxybenzoic acid, are widely
sed as antimicrobial preservatives in cosmetics, pharmaceuticals,
nd in food and beverage processing [4].
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on-line solid phase extraction (SPE) coupled to high performance liq-
ilution tandem mass spectrometry (HPLC–MS/MS) to measure the serum
nmental phenols and five parabens: bisphenol A; ortho-phenylphenol;

rophenol; 2,4,5-trichlorophenol; benzophenone-3; triclosan; and methyl-
zyl-parabens. The phenols and parabens present in serum were retained
rsed-phase size-exclusion SPE column, back-eluted from the SPE column
hrough a mixing Tee (analyte peak focusing), separated using a pair of
detected by isotope dilution-MS/MS. Sample preparation did not require
ion of the serum with 0.1 M formic acid. This method, which combines an
focusing feature and the selective atmospheric pressure photoionization
s of detection ranging from 0.1 to 0.5 ng/mL for most of the analytes. The
sensitivity with yet a relative low serum volume used (100 �L) confirm
measure simultaneously these phenols and parabens with the precision

billion levels required for biomonitoring. However, important additional
ple collecting, handling, and storing protocols, as well as toxicokinetic

ures are used for exposure assessment.
Published by Elsevier B.V.

The results from human and animal studies have demonstrated

that after exposure and absorption, several environmental phe-
nols, such as BPA, BP-3, and triclosan, are mainly metabolized by
glucuronidation or sulfatation to facilitate their urinary excretion
[5–8]. Therefore, these conjugated and free species can be used as
valid biomarkers for exposure assessment in humans [9–11]. Ani-
mal studies show that parabens, after being absorbed, are mainly
hydrolyzed to p-hydroxybenzoic acid, which can be excreted in the
urine also as glycine, glucuronide and sulfate conjugates [4]. How-
ever, measuring p-hydroxybenzoic acid and its conjugates may not
be the best approach for assessing human exposure to parabens
because p-hydroxybenzoic acid is a non-specific biomarker and
different parabens can possess rather different estrogenic bioactiv-
ities. It has been suggested that the unchanged precursor parabens
and their conjugates could be valid biomarkers to assess human
exposure to these compounds [12].

Because of their extensive use, human exposure to some phenols
and parabens is widespread in the general US population as demon-
strated by the high frequency of detection of these compounds in
urine [9–13]. Although some of these phenols are toxic in animals,
their potential toxic effects in humans are, for the most part, largely
unknown. Urinary concentrations of these phenols can be used to
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estimate the prevalence of exposure to these compounds. However,
the presence of phenols and parabens in urine does not indicate that
these compounds are detrimental to human health [13]. To answer
this question, information on the concentration of the compounds
available to interact at the target organ(s) is needed. Assuming that
the free form of these compounds is the pharmacologically active
species, the concentrations of these free species in blood would be
helpful for risk assessment.

Reports exist on the quantification of environmental phe-
nols and parabens in serum using analytical techniques. Gas
chromatography–mass spectrometry (GC–MS) had been used to
measure alkyl phenols, BPA, and triclosan in human cord blood,
plasma, and serum [14–16]. However, GC methods usually require
a relatively large amount of sample (1 mL), extensive sample
cleanup, and a derivatization step due to the relatively low
volatility of these phenols. More recently, high-performance liq-
uid chromatography (HPLC)–tandem mass spectrometry (MS/MS)
was used for measuring the concentrations of some of these
environmental phenols, such as BPA, in plasma [17] and serum
[18]. We report the development and validation of a new on-line
SPE–HPLC–MS/MS method to measure simultaneously the serum
concentrations of seven environmental phenols and five parabens:
BPA; ortho-phenylphenol (O-PP); 2,4-dichlorophenol (2,4-DCP);
2,5-dichlorophenol (2,5-DCP); 2,4,5-trichlorophenol (2,4,5-TCP);
BP-3; triclosan; and methyl-, ethyl-, propyl-, butyl-, and benzyl-
parabens.

2. Experimental

2.1. Analytical standards and reagents

Methanol (MeOH) and water, purchased from Caledon (Ontario,
Canada) were analytical or HPLC grade. Formic acid (98%) was
purchased from EM Science (Gibbstown, NJ, USA). BPA; O-PP;
2,4-DCP; 2,5-DCP; 2,4,5-TCP; triclosan; methyl-, ethyl-, propyl-,
butyl-, and benzyl-parabens; 4-methylumbelliferyl glucuronide;
4-methylumbelliferyl sulfate; ammonium acetate (>98%); �-
glucuronidase/sulfatase (Helix pomatia, H1) were purchased from
Sigma–Aldrich Laboratories, Inc. (St. Louis, MO, USA). BP-3 (Eusolex
4360) was provided by EMD Chemicals, Inc. (Hawthorne, NY, USA).
13C12-BPA; 13C6-OPP; 13C6-2,4-DCP; 13C6-2,5-DCP; 13C6-2,4,5-TCP;
13C4-4-methylumbelliferone were obtained from Cambridge Iso-
tope Laboratories, Inc. (Andover, MA, USA). D3,13C-BP-3 was

obtained from Los Alamos National Laboratory (Los Alamos, NM,
USA). 13C6-triclosan was purchased from Wellington laboratories,
Inc. (Ontario, Canada). D4-methyl paraben was purchased from
CDN Isotopes (Quebec, Canada) and D4-ethyl-, D4-propyl-, D4-
butyl-parabens were purchased from CanSyn Chem Corp. (Toronto,
Canada). 15 commercial human serum samples for method valida-
tion were purchased from Interstate Blood Bank, Inc. (Memphis, TN,
USA).

2.2. Preparation of standards and quality control materials

The initial stock solutions of analytical standards and stable
isotope-labeled internal standards were prepared by dissolving
measured amounts of the analytes of interest in MeOH. 10 work-
ing standard spiking solutions that contained all 12 compounds
were generated by serial dilution of the initial stock with MeOH to a
final concentration such that a 100-�L spike in 100 �L serum would
cover a concentration range from 0.1 to 100 ng/mL for all of the ana-
lytes except triclosan (1–1000 ng/mL). The stable isotope-labeled
internal standard working solution was prepared by diluting the
internal standard stock solutions in MeOH, so that a 50-�L aliquot
(2008) 865–871

in 100 �L serum resulted in a concentration level of 50 ng/mL. All
standard stock solutions and spiking solutions were dispensed into
glass vials and stored at −70 ◦C until used.

Quality control (QC) materials were prepared from calf serum
(Gibco, Grand Island, NY, USA). The serum was mixed uniformly
and divided into two aliquots for QC low (QCL) and QC high (QCH)
concentration pools. The QCL and the QCH pools were enriched
with different levels of native target compounds. Initially we added
the standard solutions directly into the serum. However, because of
the precipitation caused by MeOH, getting homogeneous QC pools
was difficult. Therefore, we modified the spiking procedure by first
mixing the standard solutions with 3 mL of 0.1 M formic acid then
adding serum onto the mixture. We observed no substantial pre-
cipitation during the QC preparation using the new procedure and
obtained homogeneous QC pools. These pools were mixed thor-
oughly, sonicated for 15 min, and dispensed in aliquots of 1.5 mL in
silanized glass vials (to minimize adsorption of some of the com-
pounds, such as methyl paraben, to the glass). All QC materials were
stored at −70 ◦C until used.

A mixture of 13C4-4-methylumbelliferone, 4-methylumbelli-
feryl sulfate, and 4-methylumbelliferyl glucuronide was prepared
in H2O and stored at 4 ◦C until use. 50 �L of this mixture was
added to each sample and used as a deconjugation standard to
quantify the extent of the enzymatic reaction. After incubation, 4-
methylumbelliferyl sulfate and 4-methylumbelliferyl glucuronide
were deconjugated to free 4-methylumbelliferone, and the 4-
methylumbelliferone/13C4-4-methylumbelliferone peak area ratio
was monitored to check the extent of the deconjugation. The
enzyme solution was prepared daily for each run by dissolving
0.04 g of �-glucuronidase/sulfatase (463,000 U/g solid) in 10 mL of
1 M ammonium acetate buffer (pH 5.0).

2.3. Sample preparation

To measure both the concentration of free and total species, each
unknown sample was prepared in two different ways: one sample
was processed without enzyme treatment; the other was treated
with �-glucuronidase/sulfatase. Serum was thawed, sonicated, vor-
tex mixed, and divided into aliquots. For a preparation without
enzyme treatment to estimate the concentrations of free species,
50 �L of internal standard solution and 100 �L of serum were added
into 850 �L of 0.1 M formic acid in 1.5 mL conical bottom autosam-
pler vial. To determine the concentrations of the free plus conju-
gated species (total) of the compounds, 50 �L of internal standard,

50 �L of 4-methylumbelliferyl glucuronide/4-methylumbelliferyl
sulfate/13C4-4-methylumbelliferone mixed standard (0.5 �g/mL),
and 50 �L of enzyme solution were added to 100 �L of serum in an
autosampler vial. After gentle mixing, the sample was incubated
at 37 ◦C for 4 h. After incubation, 750 �L of 0.1 M formic acid was
added to the sample. Since some precipitation was observed during
incubation, before placing the samples on the HPLC autosampler
for the on-line SPE–HPLC–MS/MS analysis, all samples were vor-
tex mixed and centrifuged at 812× g for 15 min. The autosampler
injector needle was programmed to withdraw the sample 4.5 mm
above the bottom of the autosampler vial, so that the precipitate
would not be withdrawn into the HPLC system. We prepared ana-
lytical standards, QCs, and serum blanks using the same procedure
as described above but replaced the serum by the same volume of
standard stock solution, QC serum, or calf serum (for blanks).

2.4. On-line SPE–HPLC–MS/MS

The on-line SPE–HPLC–MS/MS system was built from several
Agilent 1100 modules (Agilent Technologies, Wilmington, DE, USA)
coupled with an API 4000 Q TrapTM mass spectrometer (Applied
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Biosystems, Foster City, CA, USA) equipped with an atmospheric
pressure photoionization (APPI) interface. The on-line SPE–HPLC
system consisted of two binary pumps with degassers, an autosam-
pler with a 900-�L injection loop, a high pressure mixing Tee, and
one column compartment with a 10-port switching valve. The mass
spectrometer and Agilent modules were programmed and con-
trolled using the Analyst 1.4.1 software (Applied Biosystems), and
the on-line SPE–HPLC–MS/MS acquisition method was built in ‘LC
sync’ mode (i.e., acquisition was only triggered after the sample
injection was completed). The SPE column was a LiChrosphere RP-
18 ADS (25 mm×4 mm, 25 �m particle size, 60 Å pore size, Merck
KGaA, Germany), and the HPLC columns were two ChromolithTM

Performance RP-18 (100 mm×4.6 mm; Merck KGaA, Germany) in
tandem.

The on-line SPE–HPLC–MS/MS system used in this study was
modified from the one used for measuring urinary concentra-
tions of phenols [19]. We simplified the original set up so that
the autosampler valve did not require custom configuration to
perform peak focusing (Fig. 1), and advanced programming for
the autosampler was not required. The procedure for extracting
the environmental phenols and parabens from the serum involved
three periods (Table 1). The solvent gradient programs of SPE pump
and HPLC pump, and the time schedules of the 10-port switching
valve are also listed in Table 1. During the first period (0–3 min),
with the 10-port valve at positions 1–2, 700 �L of the sample
injected was loaded onto the SPE column by the SPE pump with
20% MeOH:80% H2O at a flow rate of 1 mL/min. During the second
period (3–5 min), the 10-port valve was switched to its alternative
positions (1–10), and the analytes retained on SPE column were
back-eluted by the HPLC pump, with 50% MeOH:50% H2O at a flow
rate of 0.5 mL/min. At the same time, the SPE eluate was diluted

through a mixing tee with 100% H2O at a flow rate of 0.25 mL/min
provided by the SPE pump. During the third period, the 10-port
valve was switched to its original positions (1–2), and the analytes
were transferred to the HPLC column by the HPLC pump using a
slow gradient program at a flow of 0.75 mL/min (Table 1). Regen-
eration of the SPE column by the SPE pump with 100% MeOH and
SPE column equilibration with 20% MeOH:80% H2O were also per-
formed during this third period.

2.5. Mass spectrometry

The mass spectrometer equipped with an APPI interface was
used in negative ion mode. The analytes in the sample were ionized
by photoionization induced by a continuous beam of ultraviolet
radiation in the presence of a dopant (toluene) within the source
house. The dopant was provided at a flow rate of 75 �L/min by
an isocratic pump controlled with the Analyst 1.4.1 software. The
APPI settings were curtain gas (N2) flow: 20 arbitrary units (au);
collision gas (N2) flow: 9 au; nebulizer gas (N2) flow: 60 au; lamp
gas (N2) flow: 20 au; nebulizing gas temperature: 500 ◦C; and ion

Table 1
Gradient programs of SPE pump and HPLC pump, and the time schedule of the 10-port sw

Period 1: sample loading
and SPE washing

Time (min) 0–3
10-Port valve position 1–2
SPE gradient A: H2O; B: MeOH 20% B (1.0 mL/min)

HPLC gradient A: H2O; B: MeOH 50% B (0.5 mL/min)
Fig. 1. On-line SPE–HPLC–MS/MS set-up.

transfer voltage: −800 V. Q1 and Q3 were set at unit resolution.
Ionization parameters and collision cell parameters were optimized
separately for each analyte. The negative fragment ions used for
quantification and the retention time for the analytes are listed in
Table 2.

3. Results and discussion

3.1. Pretreatment of serum samples

SPE has gained popularity in the past 20 years as a useful tech-
nique for extracting a wide range of analytes from serum and other
biological and environmental samples [20,21]. When SPE is used in
a stand-alone fashion, the process often involves time-consuming
vaporization and reconstitution steps [18,22,23]. By contrast, when
SPE is directly coupled to a HPLC–MS system (i.e., online-SPE), these
steps are no longer necessary [24–26]. Furthermore, when using

itching valve

Period 2: analytes transfer
and peak focusing

Period 3: HPLC separation and
SPE regeneration and
equilibration

3–5 5–21
1–10 1–2
100% A (0.25 mL/min) 5–10 min: 100% B 10–21 min:

20% B (1.0 mL/min)
50% B (0.5 mL/min) 5–10 min: 50% B–65% B

10–17 min: 65% B–100% B
17–20 min: 100% B 20–21 min:
50% B (0.75 mL/min)
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Table 2
Analyte retention time (RT), and precursor ion→product ion transitions moni-
tored for quantitation (and confirmation) of native compounds and corresponding
isotope-labeled internal standards

Analyte RT (min) Precursor ion→product ion (m/z)

Native analyte Internal standard

Bisphenol A 15.4 227→133 (212) 239→139
Triclosan 19.3 252→216 264→228
Benzophenone-3 18.2 227→183 (211) 231→183
Ortho-phenylphenol 16.3 169→115 (141) 175→121
2,4-Dichlorophenol 16.2 161→125 (163→125) 167→131
2,5-Dichlorophenol 15.9 161→125 (163→125) 167→131
2,4,5-Trichlorophenol 18.0 195→159 (197→161) 201→165
Methyl paraben 11.5 151→92 (136) 155→96
Ethyl paraben 13.3 165→92 (137) 169→96
Propyl paraben 15.2 179→92 (136) 183→96
Butyl paraben 16.6 193→92 (136) 197→96
Benzyl paraben 16.6 227→92 (136) 197→96a

a D4-butyl paraben is used as the internal standard of benzyl paraben.

SPE for serum samples, most approaches require an additional sam-
ple pre-treatment step, such as protein precipitation, to prevent
proteins from clogging the SPE column [27]. In this study, we used
an on-line SPE–HPLC–MS/MS approach to measure the serum con-
centrations of seven environmental phenols and five parabens. The
sample pre-treatment step was simple and only involved dilution
of the serum sample with 0.1 M formic acid, followed by centrifu-
gation. Of interest, the addition of formic acid both eliminated
the need of a protein precipitation step and improved the reten-
tion of some compounds, especially 2,4,5-TCP, on the SPE column.
Formic acid has been shown to effectively suppress the interac-
tion of polyfluoroalkyl compounds with serum macromolecules
(e.g., proteins) and facilitate binding of these compounds to the
SPE sorbent [26].

3.2. Peak focusing of the analytes

Our on-line SPE approach not only simplified the sample extrac-
tion procedure but also was amenable to provide the peak focusing
feature. One of the most common limitations of on-line SPE is com-
promised HPLC resolution [28]. In our case, elution of the phenols of
interest from the SPE column required 0.5 mL/min 50% MeOH:50%
water for 2 min. However, a starting HPLC gradient with 50% MeOH
content would broaden the chromatographic peaks for the most
polar phenols, such as methyl paraben (Fig. 2). However, using a 10-

port switching valve and a mixing Tee, we were able to dilute the
HPLC flow (0.5 mL/min 50% MeOH) with 100% H2O (0.25 mL/min)
provided by the SPE pump. As a result, the HPLC resolution was
improved greatly as illustrated by the decrease in the peak width
of the methyl paraben signal at half height from 0.45 to 0.25 min
(Fig. 2).

3.3. MS detection

Previously, we used atmospheric pressure chemical ionization
(APCI) for measuring the concentrations in urine of 9 phenols [19].
Specifically, due to the dissociation of triclosan into dichlorophe-
nol in Q0 under the harsh APCI conditions, we used the m/z
161→125 and 163→125 dichlorophenol transitions at the reten-
tion time of triclosan for quantification and confirmation of
triclosan, respectively [19]. Although the m/z 161→125 transition
was more sensitive than the m/z 287→142 (triclosan molecular
ion→product ion) transition in the urine matrix [19], the sensi-
tivity of the m/z 161→125 transition was poor in serum due to
the more severe ionization suppression from the matrix. There-
fore, we chose to use a novel ionization technique, atmospheric
Fig. 2. The extracted ion chromatograms (MRM) of methyl paraben: (A) without
peak focusing, HPLC-0.75 mL/min 50% MeOH; (B) with peak focusing, HPLC flow
(0.5 mL/min 50% MeOH) was diluted with 100% H2O (0.25 mL/min) from 3 to 5 min.

pressure photoionization (APPI), instead of APCI. The full scan mass
spectrum of triclosan by APPI gave three ions at m/z 287 [M–H]−,
m/z 252 [(M–H)–Cl]−, and m/z 161 (the dichlorophenol ion from
the break down of triclosan in Q0). The product ion scan of m/z
252 gave an ion at m/z 216. More importantly, the ion transi-
tion m/z 252→216 was about 10 times more sensitive than m/z
287→142 and 161→125. Therefore, for triclosan, we monitored
m/z 252→216 (quantitation ion) and 287→142 (confirmation ion).
The use of APPI also improved the ionization of O-PP and BP-3. For
the rest of the analytes, ionization was comparable regardless of
the technique used.
3.4. Method validation and quality control

Calf serum spiked with standard and isotope-labeled standard
solutions was analyzed repeatedly to determine the limit of detec-
tion (LOD), accuracy, and precision of the method. The LOD was
calculated as 3S0, where S0 is the standard deviation as the concen-
tration approaches zero [29]. S0 was determined from five repeated
measurements of low-level standards prepared in calf serum. The
calculated LODs ranged from 0.1 to 0.5 ng/mL, except for triclosan
(1.1 ng/mL) (Table 3). These values reflect the good sensitivity of
the method, especially considering the relatively low sample vol-
ume (100 �L) used and the simplicity of the sample preparation
procedure. Typical chromatograms for a reagent blank and a low
concentration standard are shown in Fig. 3. The method accuracy
was assessed by five replicate analyses of calf serum spiked at four
different concentrations and was expressed as the percentage of
expected levels (Table 3). The intra-day variability, reflected in the
method accuracy, ranged from 82 to 113% for all of the analytes at
the four spiking levels (Table 3). We determined the method pre-
cision from 40 repeated measurements of QCL and QCH materials
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Table 3
Solid-phase extraction (SPE) recoveries, spiked standard concentration recoveries, and limits of detection (LOD)

Analyte SPE recovery (%) (Standard concentration) (ng/mL) spiked recovery (%) LOD (ng/mL)

Bisphenol A 81 (0.5) 113 (1) 115 (5) 115 (10) 108 0.3
Triclosan 25 (5) 100 (10) 110 (25) 111 (50) 100 1.1
Benzophenone-3 96 (1) 87 (5) 106 (10) 106 (25) 101 0.5
Ortho-phenylphenol 76 (0.5) 113 (1) 112 (5) 101 (10) 101 0.1
2,4-Dichlorophenol 88 (0.5) 101 (1) 86 (5) 103 (10) 110 0.1
2,5-Dichlorophenol 82 (1) 101 (5) 105 (10) 111 (50) 106 0.4
2,4,5-Trichlorophenol 101 (2.5) 108 (5) 105 (7.5) 108 (10) 113 1.0
Methyl paraben 83 (0.5) 108 (1) 106 (5) 107 (10) 105 0.1
Ethyl paraben 90 (0.5) 100 (1) 99 (5) 107 (10) 106 0.1
Propyl paraben 89 (0.5) 82 (1) 101 (5) 105 (10) 105 0.2
Butyl paraben 89 (0.5) 103 (1) 99 (5) 105 (10) 106 0.2
Benzyl paraben 88 (0.5) 95 (1) 92 (5) 101 (10) 102 0.1

Fig. 3. Typical HPLC–MS/MS extracted ion chromatograms for a serum blank spiked with a low concentration (0.5–1 ng/mL in serum) calibration standard (right) and a
serum blank (left). The calculated concentrations of the serum blank were <LOD for all analytes. The y-axis scales of the serum blank were magnified 5–10× times compared
to those used for displaying the chromatograms of the spiked serum.
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Table 4
Precision of concentration measurements in spiked quality control (QC) samples

Analyte QC low QC high

Mean (ng/mL) R.S.D. (%) Mean (ng/mL) R.S.D. (%)

Bisphenol A 5.6 9.3 9.5 6.2
Triclosan 4.4 21.5 7.9 17.0
Benzophenone-3 5.7 7.7 9.5 8.7
Ortho-phenylphenol 5.2 8.0 8.8 5.2
2,4-Dichlorophenol 4.1 8.8 6.9 6.0
2,5-Dichlorophenol 5.9 6.8 10.2 8.5
2,4,5-Trichlorophenol 5.6 6.6 9.3 6.0
Methyl paraben 6.7 11.5 13.0 5.0
Ethyl paraben 5.6 7.4 9.5 7.0
Propyl paraben 5.4 7.0 8.9 6.0
Butyl paraben 4.8 9.5 7.0 10.5
Benzyl paraben 5.3 6.8 8.4 7.5

over a period of 2 weeks (Table 4). The R.S.D., which reflect the
intra- and inter-day variability of the method, ranged from 5.0 to
21.5%.

Calibration curves were obtained from the standards spiked
in water and calf serum. Because the slopes of the calibration
curves from water and calf serum were very similar (e.g., for BPA:
0.0204 (water) and 0.0214 (serum), for methyl paraben: 0.0264

(water) and 0.0265 (serum), and for triclosan: 0.00225 (water), and
0.00231 (serum)), only the calibration curve obtained from water
was used for quantification. Calibration curves in water showed
adequate linearity, ≤100 ng/mL for all of the analytes except for
triclosan (≤1000 ng/mL) with correlation coefficients greater than
0.99. Inter-day variation of the calibration curve slopes, measured
as the R.S.D., was <10%.

The SPE recoveries of the analytes from serum were calculated
on the basis of the following experiment: first, 100 �L of serum
mixed with a known amount of native analyte standards and 0.1 M
formic acid was injected on the SPE column. Right after the native
compounds were backflushed from the SPE column and before
HPLC separation, 50 �L of internal standard solution was injected
into the HPLC gradient flow (using a second Agilent 1100 autosam-
pler). Although native compounds and isotope-labeled standards
were injected separately, they all eluted from the HPLC column and
were detected by MS/MS at about the same time. A response factor
(RFa) for each analyte was calculated from this experiment as the
ratio of peak areas of native compound to its corresponding labeled
analog. Second, 100 �L of serum spiked with the same amount of
native and internal standards was injected on the SPE column, and

Table 5
Frequency of detection, mean and median concentrations of free, and total (free plus conj
of selected environmental phenols in 15 serum samplesa

Compound Frequency of detection (%) Mean (ng/mL)

Methyl paraben free 60 1.3
Methyl paraben total 100 42.4

Ethyl paraben free 0 <LOD
Ethyl paraben total 53 0.6

Propyl paraben free 47 0.4
Propyl paraben total 80 8.0

Triclosan free 0 <LOD
Triclosan total 67 9.3

2,5-DCP free 0 <LOD
2,5-DCP total 67 19.5

O-PP free 0 <LOD
O-PP total 22 0.3

a The limits of detection (LODs) were 0.1 ng/mL (O-PP, and methyl-, ethyl-parabens), 0
trations <LOD were imputed a value of LOD divided by the square root of 2 for the statist
detectable total species concentrations.
(2008) 865–871

50 �L of HPLC solvent (50% MeOH) was injected into the HPLC flow.
Response factor (RFb) was calculated as before. The two experi-
ments differed in that the first (RFa), internal standards did not go
through the SPE cleanup but the second (RFb) did. The SPE recovery
was calculated from RFa/RFb because the internal standard amount
used for both experiments was the same and matrix effects were
equivalent.

Good SPE recoveries (71–101%) were obtained for all of the ana-
lytes except for triclosan (25%) (Table 3). Triclosan was the last
compound eluted from the HPLC column. Because the SPE and
HPLC columns contain similar sorbents, triclosan was expected to
retain strongly on the SPE column; 2 min of backflushing the col-
umn with 50% of MeOH may not have been enough time to transfer
triclosan completely onto the HPLC column. Even after we extended
the backflush time from 2 to 5 min with 50% MeOH, we observed
only a slight increase in the SPE recovery of triclosan. However,
when we backflushed the SPE column with a higher organic con-
tent (70% MeOH) solvent for 3 min, the SPE recovery of triclosan
increased to ∼80%. Unfortunately, backflushing the SPE column
with this higher organic content eluate compromised the separa-
tion of the two dichlorophenol isomers. Even with peak focusing
before HPLC, the baseline separation of these two isomers could not
be accomplished. Nevertheless, although the SPE recovery for tri-

closan is low, the sensitivity (LOD = 1.1 ng/mL) and accuracy (spiked
recoveries are between 100 and 110% at four spiking levels) are still
acceptable (Table 3) and may be attributed to the use of the isotope
labeled triclosan as internal standard.

3.5. Quantification of phenols and parabens in commercial serum
samples

We tested the usefulness of this method by analyzing 15
commercially available serum samples collected between 1998
and 2003 from 4 male and 11 female donors. No other demo-
graphic information or information regarding potential exposure
to the analytes of interest from the donors was available. The
mean, median, and range of the concentrations of free and total
(free + conjugated) species, and the mean % of the conjugated
species of selected analytes are listed in Table 5. Because analytical
standards of the conjugated (glucuronidated and sulfated) phenols
and parabens were not commercially available, we determined the
concentration of these conjugates by subtracting the total concen-
trations from the respective concentrations of free species. The
mean % of the conjugated species of each analyte, calculated as

ugated) species, range of concentrations, and the mean % of the conjugated species

Median (ng/mL) Range (ng/mL) Mean conjugate (%)

0.2 <LOD-9.8 90
10.9 0.4-301

<LOD <LOD 100
0.2 <LOD-5.4

<LOD <LOD-2.3 87
1.4 <LOD-67.4

<LOD <LOD 100
0.8 <LOD-13.7

<LOD <LOD 100
1.7 <LOD-152

<LOD <LOD 100
0.2 <LOD-0.9

.2 ng/mL (propyl paraben), 0.4 ng/mL (2,5-DCP), and 1.1 ng/mL (triclosan). Concen-
ical calculations. The calculated mean conjugate % only included the samples with
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the ratio of concentrations of conjugated and total species, only
included samples with total concentration values above the LOD.

In the current study, of the 12 analytes examined, 6 were
detected infrequently (<10% of samples analyzed). For example, BPA
was detected in only one of the 15 commercial samples tested, and
the free and total serum concentrations of BPA in this sample were
similar (1.5 ng/mL). In one study, the concentrations of BPA in all
19 human blood samples analyzed were <LOD (0.5 ng/mL) [17], but
BPA has been detected in blood or serum in several other stud-
ies [30–33] using various analytical detection methods, including
enzyme-linked immunosorbent assay [34,35] which may overes-
timate BPA concentrations [18,31,36]. The BPA results presented
here must be interpreted with caution because the frequency of
detection of BPA was low (6.7%) and we had no information on
the procedures for collection, processing, and storage of the sam-
ples analyzed, which may be of critical importance to rule out the
potential for contamination when measuring concentrations of BPA
in the sub-part-per-billion levels in blood or serum [30,37].

By contrast, 6 analytes, namely methyl-, ethyl-, and propyl-
parabens, triclosan, 2,5-DCP, and O-PP, were detected frequently
in the 15 serum samples analyzed. For these compounds, the mean
% of the conjugated species ranged from 87 to 100% (Table 5) sug-
gesting that the conjugated species rather than the free forms of
these phenols predominated in serum. This finding was in agree-
ment with the data collected from urine, in which the conjugated
species were also found to be dominant [12,38].

4. Conclusions

We developed a sensitive, selective, and precise automated
on-line SPE–HPLC–MS/MS method with peak focusing for the
simultaneous measurement of seven environmental phenols and
five parabens in serum. The method required a small amount of
serum (0.1 mL) and minimum sample pretreatment without pro-
tein precipitation. This method is rugged, labor and cost effective,
and allows for the analysis of large number of samples for epidemi-

ological studies. However, based on a small number of commercial
sera analyzed, the analytical sensitivity may not be high enough to
allow for the quantitative determination of the analytes detected
at the lowest concentrations (e.g., BPA). Because we only tested
15 samples, our findings should be replicated in future studies.
More importantly, although analytically it is possible to measure
several of these phenols and parabens simultaneously with the
precision and accuracy at sub-parts-per-billion levels required for
biomonitoring purposes, important additional considerations, such
as toxicokinetic data, as well as adequate and validated collec-
tion protocols, handling and storage of the samples, including data
on the temporal stability of the analytes in serum, are needed to
demonstrate the utility of these measures for exposure and risk
assessment purposes.

Disclaimer

The use of trade names is for identification only and does
not constitute endorsement by the US Department of Health and
Human Services or the Centers for Disease Control and Preven-
tion. The findings and conclusions in this report are those of the
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authors and do not necessarily represent the views of the Centers
for Disease Control and Prevention.
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1. Introduction
Hydride generation atomic absorption spectrometry (HGAAS)
is one of the widely used methods for the determination of
hydride-forming elements, particularly at ultra-trace concentra-
tions because of its high sensitivity, tolerance for inorganic and
organic interference, relatively low cost, and high sample through-
put [1]. To improve sample throughput, various versions of flow
injection manifolds have been proposed and applied to the analy-
sis of metalloid elements by HGAAS [2–9]. However, many of these
manifolds employed complex hardware configurations, which
include the use of more than one pump and/or valve, as well as
three or more pumping channels [4–7]. For these reasons, the con-
trol and operation of these systems are often complex. Furthermore,
the sample throughput achieved with many of these flow injection
manifolds is usually under 90 h−1 [3–5], except in some cases where
sample throughputs up to 180 h−1 have been reported [8]. Yet it
is still possible, with adequate FIA system design, which utilizes
minimum hardware and simple configuration, to achieve substan-
tially higher sample throughput with minimum sample and reagent
consumption.

∗ Corresponding author. Tel.: +61 3 9902 6450; fax: +61 3 9902 6738.
E-mail address: Sam.Adeloju@sci.monash.edu.au (S.B. Adeloju).

0039-9140/$ – see front matter © 2008 Elsevier B.V. All rights reserved.
doi:10.1016/j.talanta.2008.03.056
ing,

ction system which permits low sample and reagent consumption is
e hydride generation atomic absorption spectrometric determination of
. The system, which composed of one peristaltic pump and one four chan-
as the carrier streams for both sample and NaBH4 solution. Rapid off-line

as achieved by using hydroxylamine hydrochloride for selenium and a
d ascorbic acid for arsenic and bismuth. Transition metal interference was
f thiourea and EDTA into the NaBH4 solution and significant sensitivity
r selenium in the presence of thiourea in the reductant solution. Under
od achieved detection limits of 0.2 ng mL−1 for Se, 0.5 ng mL−1 for As and
as very reproducible, achieving relative standard deviations of 6.3% for Se,

has a sample throughput of 360 h−1. Successful application of the method
m, arsenic and bismuth in a certified reference river sediment sample is

© 2008 Elsevier B.V. All rights reserved.

Most of the existing FI systems also commonly used acid as the
carrier stream for the sample, and the reductant (NaBH4 or KBH4)
solution is usually aspirated continuously. This approach is there-
fore somewhat expensive and wasteful due to the high cost of the

reductants, and the use of significant volume of acid may require
treatment prior to disposal.

The work reported to date has also revealed that various
reducing agents and modes of addition have been proposed
for the pre-reduction of higher oxidation states of metalloid
elements, and consequently achieving different reaction rates
[4,10–15]. Some of these pre-reduction methods are slow, but
are still commonly employed. For example, the pre-reduction
of Se(VI) is often performed by heating the sample in HCl and
this can take 20–90 min [10]. To automate and simplify the
analysis of such samples, in-line pre-reduction has also been
reported [8,16–23], including the use of microwave-assisted sys-
tem [18,19]. These approaches often require complex hardware
configurations and the sample throughput is often very low
due to the time-requirement for the pre-reduction. Therefore,
there is still a need for the development of a fast and simple
pre-reduction approach which will require minimum use of hard-
ware.

Although it has been reported that thiourea (TU) can enhance
the sensitivity obtained for Se by HGAAS [24], there are also
evidence that the presence of TU depresses Se signal [25–27].
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pinch valve, a Miniplus 3 peristaltic pump (Gilson, Villiers Le Bel,
France), a U-tube gas–liquid phase separator (GLS). The valve was
made in our laboratory and had four channels in two groups,
with two channels in each group. One group is normally open
while the other is normally closed. The normally open channels
were employed for delivery of carrier streams and the normally
closed channels were used when opened for loading sample and
reductant. A 7951 multi-functional digit LCD programmable time
delay relay (Trumeter Company Inc., Deerfield Beach, Florida, USA)
was used to activate and control the valve. A pump speed of
48 rpm was used with a Tygon pump tubing (Elkay Products
Inc., Massachusetts, USA) of 2.5 mm ID for the sample chan-
nel and 0.42 mm ID for the reductant channel, generating flow
rates of 11.0 and 2.0 mL min−1, respectively. The carrier gas flow
rates were 302, 305 and 305 mL min−1 for Se, As and Bi, respec-
tively.

Individual standard solutions (1000 �g mL−1) of selenium,
Y. Zhang, S.B. Adeloju /

In particular, Se signal depression was observed when TU was
added into the sample solution in batch mode and it was
suggested the reduction of Se(IV) to elemental Se was respon-
sible for this effect [25]. It has further been reported that the
mode of addition of TU also plays an important role in the
observed depression of Se signal. These observations therefore
suggest that special care must be taken when using TU as a
pre-reduction or masking agent for HGAAS determination of
Se.

Another common problem in the HGAAS determination of met-
alloid elements is the interference by transition metal ions and
this is often eliminated or minimized by use of masking agents.
Two of the most effective and commonly used masking agents for
control of such interferences in the determination of arsenic, anti-
mony, bismuth, tin and germanium are l-cysteine (Cys) and TU.
However, it is much more difficult to find suitable masking agents
for selenium [26]. Potential masking agents, such as thiocyanate,
triethanolamine and cupferon, often give low recoveries for sele-
nium and other elements, while many other masking agents, such
as EDTA, tartaric acid and 2,3-dimercaptopropan-1-ol, have lim-
ited complexing capacity in strongly acidic media [13]. The use of
EDTA, diethylenetriamine pentacetic acid (DPTA) and tartrate in
alkaline reduction medium with NaBH4 followed by acidification
have been found to improve the tolerance limits for Co(II), Ni(II),
Fe(III) and Cr(III) significantly [29,30], but their effects on other
metals were not considered. It has also been reported [28] that
the use of combination of TU and KI was effective for improving
the tolerance limit of most transition metals, but the effectiveness
for Fe(III) was limited. In another study 1,10-phenanthroline was
used as a masking agent to control the interferences of Cu and Ni
on HGAAS determination of Se [4]. However, when we employed
this reagent, significant foaming was observed and this resulted in
the suppression of the stripping of the hydride. In general, there
are many discrepancies in the literature about the effectiveness
of various masking agents in eliminating or reducing the inter-
ference of transition metals on HGAAS determination of metalloid
elements. For example, Li and Guo [14] reported that TU can effec-
tively eliminate the interference of a number of metals on Se
determination without significant loss of sensitivity, yet Liu and
co-workers [27] observed noticeable loss of sensitivity in Se sig-
nal when TU was used as a pre-reductant. It was obvious from
many of these studies that the effectiveness of masking agents in
removing interference from transition metals is not only depen-
dent on their properties and concentrations, but also on the mode

of addition [26]. There is therefore still a need for the identifica-
tion or development of more simple, effective and reliable masking
methods for overcoming transition metal interferences in HGAAS
measurements.

This paper proposes a simple and robust flow injection manifold
for hydride generation based on the use of only one peristaltic pump
with two channels, one sampling valve, and a U-tube gas–liquid
phase separator. The use of a multi-channel solenoid, instead of
a rotary valve, which is easier to control and quicker to activate
or deactivate is considered for achieving high sampling frequency.
Also, the use of water as the carrier streams for both sample
and the reductant will be considered as a means of reducing
reagent and sample consumption. Fast off-line pre-reduction will
be considered for improving the overall speed of analysis. The
elimination of transition metal interferences in the FI–HGAAS mea-
surement of Se, As and Bi will be investigated with the addition
of thiourea and EDTA into NaBH4 solution. Also the effect of TU
on Se signal during HGAAS measurement will be investigated.
The application of the method to the quantification of selenium,
arsenic and bismuth in sediment samples will also be consid-
ered.
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Table 1
Parameters employed for HGAAS measurements

Element Wavelength (nm) Current (mA) Bandpass
width (nm)

Atomisation
temperature (◦C)

Se 196.0 16 0.7 950
As 193.7 18 0.7 950
Bi 223.1 16 0.7 850

2. Experimental

2.1. Instruments and reagents

A PerkinElmer model 3030 (Perkin Elmer Pty. Ltd., Rowville, Vic-
toria, Australia) atomic absorption spectrometer was used with
selenium, arsenic and bismuth hollow cathode lamps (Varian
Australia Pty. Ltd., Mulgrave, Victoria, Australia) for HGAAS mea-
surements. The parameters used for the AAS measurements are
listed in Table 1. A T-shaped quartz tube was used as the atom-
izer. The inner diameter of the tube was 8 mm and the length
was 150 mm. The branch of the tube had an inner diameter of
6 mm and a length of 7 cm. The tube was heated electrically and
its temperature was adjusted with the aid of an adjustable trans-
former. A PerkinElmer 56 recorder was used for recording the peak
sequence.

A flow injection system assembled in our laboratory for this
study is shown in Fig. 1. The system composed of a solenoid
arsenic and bismuth were purchased from BDH Chemicals Pty. Ltd.
(Kilsyth, Victoria, Australia). Appropriate dilution was made with
Milli-Q water as required. All other reagents were of analytical

Fig. 1. Manifold of the flow injection hydride generation system. V: solenoid valve,
P: peristaltic pump, FM: gas flow meter, GLS: gas–liquid phase separator, QTA: quartz
tube atomizer, R: NaBH4, S: sample, Ar: argon gas, W: waste. a = 15, 20, 20 cm for Se,
As and Bi, respectively; b = 10 cm for all analytes; c = 30 cm for all analytes.
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reagent grade purity. Milli-Q water was used throughout the exper-
iment for dilution and rinsing. A 20% hydroxylamine hydrochloride
(BDH Chemicals Pty. Ltd., Kilsyth, Victoria, Australia) was prepared
and stored in the fridge at 4 ◦C for one week. A solution mixture
which contained 10% potassium iodide (BDH Chemicals Pty. Ltd.,
Kilsyth, Victoria, Australia) and 10% ascorbic acid (BDH Chemi-
cals Pty. Ltd., Kilsyth, Victoria, Australia) was prepared freshly each
time before use. To prepare the NaBH4 solution, a mixture con-
taining TU and EDTA was made and then neutralised with 10%
NaOH to pH 11 before adding appropriate amount of solid NaBH4
(Sigma–Aldrich Pty. Ltd., Castle Hill, NSW, Australia) which was
subsequently dissolved in the mixture. The final TU and EDTA con-
centrations were 1 and 2%, respectively, and the concentrations of
NaBH4 for Se, As and Bi were 0.2, 0.5–1, and 0.2%, respectively. A
river sediment reference material AGAL-10, which was collected
from the Hawkesbury River in New South Wales, Australia and
provided by Australian Government Analytical Laboratories, was
used for the validation of the FI–HGAAS method developed in this
study.

2.2. Pretreatment of sediment samples

Sediment sample was dried at 70 ◦C in an oven, homogenized
and passed through a 63 �m Nylon sieve. 1 g of the sample was
then digested with 10 mL aqua regia in a 50 mL Pyrex conical flask
or beaker by heating on a hot plate to about 1 mL. Then 5 mL con-
centrated HCl was added and again heated to about 1 mL. Finally,
another 5 mL concentrated HCl was added and heated for 15 min.
The sample was then filtered through filter paper and collected into
a 50 mL volumetric flask and then made up to volume with Milli-Q
water. For Se determination, 5 mL of the sample solution was trans-
ferred into a 10 mL volumetric flask, followed by the addition of
1 mL of hydroxylamine hydrochloride solution (20%) and 2 mL 2M
HCl and dilution to volume with Milli-Q water. For As and Bi deter-
minations, 5mL of the sample solution was transferred into a 10 mL
volumetric flask, followed with the addition of 1 mL of a mixture of
KI (10%) and ascorbic acid (10%) solution, 2 mL of 2 M HCl and the
solution was then diluted to volume with Milli-Q water. Quantifi-
cation of Se, As and Bi was also achieved by the standard calibration
method.

2.3. Measurement procedures
The recycle operation mode of the time delay relay (TDR) was
used for controlling the valve. In this mode, the valve was acti-
vated for a chosen time interval for sample and reagent loading,
followed by deactivation of the valve for sample and reagent injec-
tion into the carrier streams, and the activation/deactivation of the
valve were recycled by the TDR automatically. Prior to energising
the TDR, water was aspirated through the open channels. Once the
TDR was initialised, the two open channels of the valve were closed,
while the closed channels were opened to aspirate the sample and
reductant solutions into the system. Then the latter channels were
closed, while the former were opened again and the sample and
reductant bands were propelled into the system by the water flow
and merged downstream of the pump allowing hydride genera-
tion reaction to occur. The generated hydride was carried into the
GLS with an argon flow and the gaseous phase was delivered into
the atomizer, where the hydride molecules were atomised and the
atomic absorption signal (peak height) was recorded. Se, As and Bi
concentrations in samples were quantified by standard calibration.
The optimisation of the loading volumes for sample and reductant
solutions was achieved by varying the active time interval of the
valve.
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3. Results and discussion

3.1. System design

The reproducible introduction of a fixed sample volume into a
continuously flowing carrier stream is a fundamental aspect of flow
injection analysis. Rotary PTFE injection valves which are prone
to wearing are commonly used in most commercial purpose-built
manifolds. However, applications of solenoid valves in FI systems
have also been reported [31–34]. Generally, the configurations of
most of these systems are complex. To simplify the design, the FI
system proposed in this study used only one pinch valve in con-
junction with a peristaltic pump for sample and reagent injection.
The use of the valve has resulted in a simple hardware configura-
tion and avoids the risk of wearing and leakage. Furthermore, the
control of the action of the valve is extremely simple and, hence, the
construction cost is very low. To optimise the performance of the
FI system, the influence of key primary and secondary parameters
was investigated.

3.2. Optimisation of primary parameters

Prior to optimisation of secondary parameters, the influence
of primary parameters, such as pump speed, pump tubing sizes,
and sample injection volume, on the performance of the FI sys-
tem was investigated. It was found that the sensitivity obtained
for Se, As and Bi increased with corresponding increase in pump
speed. Consequently, a maximum speed of 48 rpm was used for
the FI–HGAAS measurements. Also, the sensitivity increased with
increasing pump tubing ID used for the sample channel. A tub-
ing ID of 2.5 mm gave optimum responses for all elements, and
was used for other investigations. For the reagent channel, tub-
ing size between 0.42 and 1.0 mm ID gave the optimum sensitivity
and beyond this range the sensitivity decreased. A pump tubing
of 0.42 mm ID was therefore used for reagent delivery in all other
investigations. In addition to the pump speed and tubing size, the
lengths of the reaction coils a and b (Fig. 1) and the size of the gas
phase delivery tube c also had noticeable influence on the perfor-
mance of the FI system. Optimum sensitivities were obtained for Se,
As and Bi measurements when the lengths of reaction coil a (1.2 mm
ID) were 15, 20 and 20 cm, respectively. In contrast, the variation
of the length of b (1.5 mm ID) within 10–20 cm had no significant
effect on the sensitivity and, hence, a 10 cm length was used. For
tube c, it was found that 4–6 mm ID and a length of 20–35 cm gave

the best sensitivities for Se, As and Bi.

The sensitivity was also improved with an increase in sample
loading time, and a maximum sensitivity was achieved when a
loading time of 3.5 s, which corresponds to 0.64 mL and 0.12 mL of
sample and reductant solutions, respectively, was used. The use of
longer sampling time requires increased cleaning time. For this rea-
son, a sample loading time of 3.5s was employed. To ensure recovery
of the baseline with a carryover of less than 1%, an injection (clean-
ing) step time of 6.5 s was required. To ensure adequate cleaning, a
10 s cleaning time was used for each operation cycle.

3.3. Optimisation of secondary parameters

3.3.1. Sample acidity and NaBH4 concentration
Two of the major factors influencing the rate and efficiency of

hydride generation reaction are sample acidity and NaBH4 concen-
tration. Fig. 2 shows the influence of acid and NaBH4 concentrations
on the sensitivities of Se, As and Bi. Evidently, optimum sensitivi-
ties were obtained for the three elements in presence of 0.5–1.0 M
HCl. However, the optimum NaBH4 concentrations are different
for the three elements. For selenium, the optimum sensitivity was
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Different modes of addition of TU to solutions reportedly have
Fig. 2. Influence of HCl and NaBH4 concentrations on the sensitivities of (a) Se, (b)
As and (c) Bi measurements by FI–HGAAS.

achieved with a NaBH4 concentration of 0.2%, whereas it must be
above 0.5% for arsenic, and 0.2–1.0% gave similar sensitivity for
bismuth.

3.3.2. Carrier gas flow rate and atomisation temperature
The sensitivities obtained for Se, As and Bi measurements

increased with increasing argon gas flow rate up to the optimum
for each element and then decreased beyond this value. The opti-
mum argon gas flow rates for Se, As and Bi were 356, 360 and
360 mL min−1, respectively. These flow rates were subsequently
used for all further investigations.

The sensitivity was also susceptible to change in atomisation
temperature and optimum sensitivities were obtained for Se and
As with an atomisation temperature of 950 ◦C, while for bismuth
optimum sensitivity was obtained at 850 ◦C.
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Fig. 3. Catalytic effect of thiourea on the sensitivity of Se measurement by
FI–HGAAS. [Se] was 20 ng mL-1.

3.4. Pre-reduction of high oxidation states of Se, As and Bi

Pre-reduction of metalloid elements in higher oxidation states,
such as Se(VI), As(V) and Bi(V), is necessary to achieve adequate
hydride generation efficiency, and fast simple pre-reduction
method is often favoured. The key requirement is to choose a
method which uses an effective reagent for off-line reduction and,
thus, avoids tedious reduction process or use of complex system.
In this study we have chosen hydroxylamine hydrochloride, and
a mixture of KI and ascorbic acid as pre-reductants. It was found
that off-line addition of hydroxylamine hydrochloride to sample
solution rapidly reduced Se(VI) to Se(IV) at room temperature.
Liu and co-workers [27] have also indicated that this reagent can
be used to reduce both Se(VI) and As(V) to their lower oxidation
states. However, we were unable to achieve fast reduction of
As(V) in this study, possibly due to the different medium used for
the reaction. Instead, we found that As(V) and Bi(V) were easily
reduced to As(III) and Bi(III) with a mixture of KI and ascorbic acid
at room temperature. Due to the reported interference of I− on Se
[13,35,36], the pre-reduction of Se(VI) and As(V) was performed in
separate sample aliquots. By using these methods with the simple
FI system, sample throughput of up to 360 h−1 was achieved
and the overall determination speed was more superior than for
previously reported methods.

3.5. Enhancement of Se signal with thiourea
different effect on the sensitivity of Se signal obtained by HGAAS.
For example, it was reported that batch addition of TU to sample
solution caused remarkable attenuation of sensitivity, whereas only
a slight increase in sensitivity was observed when on-line addition
of TU was employed [26,28]. In our study, we found that the addi-
tion of adequate amount of TU to the NaBH4 solution in a batch
mode significantly increased the sensitivity. As shown in Fig. 3, the
sensitivity was increased by 150% with the addition of 2% TU in the
NaBH4 solution.

The signal enhancement effect of thiols on the hydride gen-
eration (HG) reaction of metalloids has been reviewed by Kumar
and Riyazuddin [37]. It was proposed that a compound formed
between NaBH4 and the SH group of thiols is a more potent reduc-
ing agent than NaBH4 and it is responsible for the enhancement of
the hydride generation process [38]. Qiu and co-workers [21] used
thiourea (TU) as the pre-reductant for Se(VI) by on-line addition
and high temperature reaction. They found that HG efficiency of
Se(VI) improved considerably and was even higher than obtained
for the same amount of Se(IV) by using a conventional HG system.
The possible mechanism of the pre-reduction was discussed from
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Table 2
Reduction of transition metal interferences in Se measurement with TU and EDTA

Interfering ions (mg L−1) Masking agents

Nonea TU (0.8%)a TU + EDTA (0.8% + 2%)a

None 0.13 0.270 0.270
Fe(III), 500 0.096 0.250 0.270
Co(II), 10 0.13 0.265 0.270
Ni(II), 10 0.11 0.210 0.263
Cu(II), 1 0.043 0.082 0.268
Pb(II), 1 0.092 0.090 0.260
Fe(III) + Cu(II), 500 + 1 0.037 0.055 0.266

a Data in columns 2–4 are absorbance values for 20 ng mL-1 Se.

the perspectives of thermodynamics and the chemical isomerism
of TU. They indicated that the reaction time of TU and Se also affects
the sensitivity [21].

From the above data, it can be suggested that both the addi-
tion mode and concentration of TU influenced the sensitivity of Se.
When added to the sample solution in the batch mode, loss of sen-
sitivity can be caused by the long reaction time which allows the
reduction of Se(IV) into elemental state. On the other hand, by using
on-line addition, the reaction time can be easily regulated and opti-
mised to ensure adequate reduction of Se(VI) to Se(IV) and avoid the
occurrence of further reduction. Consequently, on-line addition of
TU results in more pronounced sensitivity for Se. Yet, when added
into the NaBH4 solution in batch mode, a compound may be formed
between TU and NaBH4 which enhances the sensitivity of Se mea-
surement. Similar effect was not observed for As and is not signifi-
cant for Bi measurement. This may highlight the different reactivity
of the different elements in the hydride formation reactions.
3.6. Elimination of interferences from transition metals

To minimise or remove interferences from the HGAAS mea-
surements of the three metalloid elements, TU and EDTA were
used as masking agents by addition into the NaBH4 solution. The
inclusion in the reductant not only avoided the depression of Se
signal by TU, but also ensured the solubility and effectiveness of
EDTA. The results in Tables 2–4 indicate that TU alone cannot com-
pletely remove interferences of common transition metal ions on Se
measurements and it is also not effective for eliminating interfer-
ence from As measurements. In contrast, the addition of TU alone
was more effective for the removal of interferences from Bi mea-
surements. This may reflect on the dynamic advantage of H3Bi
formation. When TU and EDTA were used together, the tolerant lim-
its of the interfering ions were significantly improved, especially for
Fe(III) ions. It is worth noting that the concentrations of the inter-
fering metals considered in this study were above the levels usually
encountered in environmental samples and therefore the tolerant
limits demonstrated here are high enough for real samples. Some
other metals, especially groups IA-IIIA, IIIB-VB, as well as some

Table 3
Reduction of transition metal interferences in As measurement with TU and EDTA

Interfering ions (mg L−1) Masking agents

Nonea TU (0.8%)a TU + EDTA (0.8% + 2%)a

None 0.202 0.203 0.203
Fe(III), 500 0.102 0.105 0.202
Co(II), 10 0.201 0.202 0.203
Ni(II), 10 0.194 0.192 0.203
Cu(II), 10 0.160 0.175 0.192
Pb(II), 10 0.130 0.130 0.180
Fe(III) + Cu(II), 500 + 1 0.090 0.120 0.190

a Data in columns 2–4 are absorbance values for 20 ng mL-1 As.
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Table 4
Reduction of transition metal interferences in Bi measurement with TU and EDTA

Interfering ions (mg L−1) Masking agents

Nonea TU (0.8%)a TU + EDTA (0.8% + 2%)a

None 0.195 0.194 0.196
Fe(III), 500 0.205 0.195 0.195
Co(II), 10 0.200 0.200 0.201
Ni(II), 10 0.160 0.205 0.204
Cu(II), 10 0.082 0.205 0.203
Pb(II), 10 0.162 0.190 0.198
Fe(III) + Cu(II), 500 + 1 0.078 0.190 0.196

a Data in columns 2–4 are absorbance values for 20 ng mL-1 Bi.

VIB and VIIB elements that are usually present in environmental
samples did not cause noticeable interference.

The results of these studies have clearly demonstrated that the
effectiveness of TU and EDTA as masking agents is very dependent
on the mode of addition to sample solutions. Addition to acidic
medium deteriorates the masking ability of EDTA [30] and causes
the depression of Se signal [26–28]. On the other hand, the addition
of masking agents to NaBH4 in alkaline sample solution followed
by acidification achieved improved masking ability [31,32]. It was
proposed that the kinetic difference could play an important role.
For example, if the dissociation of the metal complex formed with
the masking agents in alkaline medium does not occur as fast as
the decomposition of tetrahydroborate when mixed with acid, the
formation of metal or metal borides should be insignificant [31]. In
the present study, improved solubility of EDTA in the NaBH4 solu-
tion is an important factor for its effectiveness as a masking agent.
Overall, the tolerances for interfering transition metals achieved
in this study are comparable to those reported previously in some
studies [8,9,14,28]. Better tolerances have also been reported by
using different reagents and methods [4,26,27,29–31]. However, the
tolerances obtained in this study are sufficient to ensure reliable
determination of the three metalloid elements in most environ-
mental samples.

3.7. Carrier stream and background correction

The intermittent injection of NaBH4 resulted in slight improve-
ment of Se sensitivity, but this observation was dependent on the
concentration of NaBH4 solution. Evidently, higher NaBH4 concen-
tration resulted in more improved sensitivity. At the same time, the
baseline recovery was faster by this approach than by using contin-

uous NaBH4 input. Also better precision was obtained by replacing
the acid with water as the sample carrier stream, as shown in Fig. 4
(1). The lower sensitivity obtained by using continuous input of the
reductant may be caused by the dilution of the hydride with the
hydrogen evolved from the excess NaBH4, and the baseline shift
with acid as the sample carrier stream may also be caused by the
extra hydrogen evolved compared to when water was used as the
carrier stream. Similar observations were made for As and Bi. There-
fore, water was used as the carrier streams both for sample and
reductant solutions. Also intermittent injection of NaBH4 solution
was used.

Under optimised conditions, stable baseline was obtained for
HGAAS measurement of the three metalloid elements. Fig. 4 (2)
shows a comparison of the results obtained for Se by using
atomic absorption (AA) and background correction (BGC) modes.
The results demonstrate that AA mode gave better performance
than BGC mode. This is further reflected by the calibration equa-
tion which is y = 0.0198x + 0.0009 with R2 = 0.9998 for AA mode
compared to y = 0.0168x + 0.0002 with R2 = 0.9997 for BGC mode.
Consequently, atomic absorption mode, without background cor-
rection, was used for all measurements.
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Table 5
Analytical performance of the FI–HGAAS system

Parameter Se

Sample consumption per assay (mL) 0.64
Sampling frequency (h−1) 360

Regression equation y = 0.0198x + 0.0009
Correlation coefficient 0.9985
Detection limit (ng mL−1) 0.2
R.S.D. (%) 6.3

Table 6
Concentrations and recovery efficiencies for Se, As and Bi in a river sediment sample

Element Measured value (n = 6, �g g−1) R.S.D. (%,

Se 11.2±0.5 6.3
As 17.5±0.6 4.6
Bi 10.2±0.3 3.7
Bi 10.0 (Added)

a Not available.
b Standard addition result.

3.8. Method performance and analytical application

Table 5 shows that, under the optimised conditions, excellent
performances were achieved by the FI–HGAAS method for the three
metalloid elements. The achieved sensitivities, linear concentra-

Fig. 4. Peak sequences of (1) Se measurement with different carrier streams: (a)
sample and reductant carrier streams are water, (b) sample carrier stream is HCl and
reductant carrier stream is water, and (c) sample carrier stream is HCl and reductant
injected continuously and (2) Se measurement in (a) atomic absorption mode, and
(b) background correction mode—sample and reagent carrier streams are water.

[

[
[

[

As Bi

0.64 0.64
360 360
y = 0.0121x + 0.0075 y = 0.0132x + 0.0018
0.9983 0.9982
0.5 0.3
3.6 4.7

n = 6) Certified value (�g g−1) Recovery (%)

11.8±3.2 94.9±4.2
16.8±3.2 104.2±3.6
NAa

20.0 (Found)b 98.0b

tion ranges and detection limits are all adequate for their reliable
determination in environmental samples.

The FI–HGAAS method was successfully applied to the determi-
nation of Se, As and Bi in the river sediment reference material
(AGAL-10). The results in Table 6 show that the concentrations
obtained for Se and As are in a very good agreement with the certi-
fied values and the recovery of Bi (98% by recovery study) was also
satisfactory.

4. Conclusions

A simple FI system, which comprised one peristaltic pump
and one solenoid valve, has been successfully employed for rapid
hydride generation atomic absorption spectrometric determina-
tion of selenium, arsenic and bismuth. Under optimised conditions,
the system achieved a very high sample throughput of 360 h−1, and
sample and reagent consumption was very low. The use of water as
carrier streams for both the sample and reagent gave stable baseline
and better sensitivity for the samples. Rapid off-line pre-reduction
steps for Se(VI) were achieved with hydroxylamine hydrochloride,
and for As(V) and Bi(V) with a mixture of KI and ascorbic acid. In
addition, significant enhancement of Se signal was observed with
the addition of TU. Furthermore, the interferences from transition

metal ions were easily eliminated by using TU and EDTA as masking
agents added to the reductant solution. The FI–HGAAS method was
successfully applied to the quantification of Se, As and Bi in a river
sediment reference material. The recovery efficiency for the three
elements ranged from 95 to 104%.
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1. Introduction
The ubiquitous biogenic amines, classified as organic bases with
mall molecular weight [1], are closely related to various living
rganisms, cells, foods, and beverages. Especially, the biologically
ctive amines have received considerable interest owing to their
ignificant functions both in biological systems such as nerve and
etabolism, and in cell processes including cell proliferation and

ifferentiation, as well as synthesizing nucleic acids and proteins,
tabilizing membrane and signal transduction [2–10]. Regardless
f the importance of intracellular biologic amines, it should be
nvisaged that biological activity may convert to toxicity upon con-
umption of large amounts of these amines. For example, some
ymptoms involving headaches, nausea, hypo- or hypertension, and
ardiac palpitations, have been reported as a result of excessive
ptake of biogenic amines [11]. Furthermore, it is evidenced that
igh level polyamine causes some cancer diseases [12–16]. Thus,
imultaneous determination of the important biogenic amines is
ncreasingly urgent for clinical and food analysis.

Of methods developed for the determination of biogenic amines,
uch as GC [17,18], HPLC [19–23] and CE [24–29], CE is the most
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proposed to the derivatization of seven biogenic amines using
ecarboxaldehyde (FBQCA) as a fluorogenic reagent. The sensitive determi-
re achieved by micellar electrokinetic capillary chromatography (MEKC)
e (LIF) detection. The derivatization and electrophoretic conditions have
er was composed of mixtures of 25 mM pH 9.5 boric acid, 25 mM SDS, and
he baseline separation of the derivatives was accomplished in 13 min. The
nd as low as 0.4 nM. The proposed method was validated by the linearity
rrelation coefficient in the range 0.9969–0.9998. Also, the procedure was
rmination of biogenic amines in soy sauce, fish and wine samples.

© 2008 Published by Elsevier B.V.

important one affording high resolution, strong separation effi-
ciency, low sample volume, and short analysis time [30]. In many
cases, however, poor response of analytes to the employed detec-
tion system prevents somewhat the wide application of CE. So a

good way to overcome this drawback is to use the covalent labeling
with chromophore or fluorophore, leading to great improvement
in detection sensitivity and detection limit by use of UV–vis and
LIF detection with CE. Relative to the UV–vis absorption, the
laser-induced fluorescence (LIF) detection provides lower detection
limits of at least 2–3 orders of magnitude [31,32], and therefore, CE-
LIF is expected as the most used analysis method for detecting the
low-concentration biogenic amines.

To date, some derivatizing reagents have become available, such
as fluorescein isothiocyanate (FITC) [33,34], 6-aminoquinoyl-N-
hydroxysuccinmidyl carbamate (AccQ) [25], 6-oxy-(N-succinimidyl
acetate)-9-(2′-methoxy-carbonyl)fluorescein (SAMF) [27], 5-(4,
6-dichloro-s-triazin-2-ylamino) fluorescein (DTAF) [35,36], O-
phthalaldehyde (OPA) [28,30], naphthalene-2,3-dicarboxaldehyde
(NDA) [37,38], 3-(2-furoyl)-quinoline-2-carboxaldehyde (FQCA)
[26], and so on. However, DTAF and its conjugated forms have
low stability upon exposure in water for a long period of time
[39]. Normally, more than 5 h are needed for the derivatization
between FITC and amines, so it is a time consuming process. In
addition, unexpected hydrolysis of some reagents often occurs in
aqueous environment, which does not afford a clean background.
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For these competition reactions, use of high concentration label-
ing reagent is required, typically at mM level. More importantly,
a preferable methodology for the labeling is to introduce fluoro-
genic reagents since the detected fluorescence of solutions may
be swamped by the background signal from the excess fluorescent
reagents or hydrolysis products. Although the fluorogenic reagents
4-Fluor-7-nitro-1,2,3-benzaxadiazole (NBD-F), OPA, NDA and FQCA
are known so far for amine labeling, only the FQCA derivatives show
the excitation wavelength which closely matches the 488 nm line
of the argon ion laser [26].

A new fluorogenic reagent, 3-(4-fluorobenzoyl)-2-
quinolinecarboxaldehyde (FBQCA) with little background and
satisfied selectivity, was synthesized in our laboratory. The
excitation maximum of the formed fluorescent derivatives was
centered at 480 nm, corresponding to the commercial argon ion
laser. Previously, we have used FBQCA for the determination of
aliphatic amines with HPLC [40]. Herein, the feasibility of FBQCA
as a derivatizing reagent in CE has been further evaluated by the
simultaneous detection of biogenic amines in different food sam-
ples. The derivatization and separation conditions were optimized
carefully, followed by the baseline separation of seven biogenic
amine derivatives within 13 min. The current investigation indi-
cates that this simple, sensitive and background-free method
applies to determination of biogenic amines with CE-LIF.

2. Experimental

2.1. Chemicals and reagents

The biogenic amine standards (Histamine (His), tyramine (Tyr),
2-phenylethylamine (Phe), putrescine (Put), cadaverine (Cad), sper-
mine (Spm), spermidine (Spd)), potassium cyanide (KCN) and
sodium dodecyl sulfate (SDS) were purchased from Sigma (St. Louis,
MO, USA). Stock solutions of each amine were prepared in water to
make 0.1 M and stored at 4 ◦C. FBQCA was synthesized in our labo-
ratory and a 10 mM stock solution was prepared in methanol. 0.2 M
KCN stock solution was prepared with water and stored at 4 ◦C. A
working cyanide solution was obtained from an aliquot of the stock
solution diluted to a final concentration of 10 mM by borate buffer.

Borate buffer was obtained by mixing 0.2 M H3BO3–KCl solution
with 0.2 M Na2CO3 solution to the required pH value. The running
buffer was prepared by boric acid, SDS, and acetonitrile into deion-
ized water and pH of the solution was adjusted by using 1 M NaOH
before diluting to final volume.
All other reagents were of analytical grade and obtained from
Shanghai Chemical (Shanghai, China). All aqueous solutions were
prepared with deionized water purified by a Millipore-Q system
(Millipore, Bedford, MA, USA). Soy sauce, fish, and red wine samples
were purchased from local supermarket.

2.2. Apparatus

CE experiments were performed on a Beckman P/ACE MDQ cap-
illary electrophoresis system (Beckman, Fullerton, CA, USA) with
an LIF detector. An argon ion laser (3 mW) was used as excita-
tion source (488 nm) and the electropherograms were recorded at
520 nm emission wavelength. All separations were performed in
an uncoated fused-silica capillary (Yongnian, Optic Fiber, Hebei, PR
China) 60.2 cm in length (effective length of 50 cm) and 75 �m I.D.

2.3. Electrophoretic procedure

Prior to use, each new capillary was conditioned by rinsing with
water, 1 M HCl, H2O, 1 M NaOH, and H2O for 20 min in order. The
instrument was programmed to rinse the capillary with 0.1 M NaOH
6 (2008) 791–797

Fig. 1. The reaction of FBQCA with biogenic amines.

for 5 min, H2O for 5 min, and then running buffer for 10 min daily.
Between runs, the capillary was swilled out with 0.1 M NaOH fol-
lowed H2O and running buffer for 3 min each. And all the rinse
programs above were performed at 25 ◦C. Sample solutions were
introduced into the capillary tubes from the anodic side by pres-
sure of 0.5 psi for 5 s and the injection volume was approximately
25 nL. Analyses were performed at 25 ◦C using a liquid coolant in a
sealed cartridge with a running voltage of 22.5 kV and the current
obtained was 29.5 �A. For biogenic amines separation, the run-
ning buffer consisted of 25 mM SDS, 25 mM boric acid (modified
with 1 M NaOH to pH 9.5), and 27% (v/v) ACN. Before use, the run-
ning buffer was filtered using a 0.22 �m nylon membrane filter and
degassed in an ultrasonic for 5 min.

2.4. Derivatization procedure

The structural formula of FBQCA and its reaction with biogenic
amines is shown in Fig. 1. Derivatization procedure was performed
according to the literature [40]. With some modification, 20 �L of
10 mM FBQCA, which corresponds to at least 10-fold molar excess
for the total biogenic amines, was added into a 1-mL vial contain-
ing an appropriate volume of mixed biogenic amines solution. And
then, 30 �L of working cyanide solution was added. In order to
ensure dissolution of biogenic amine derivatives and homogeneous
derivatization reaction process, 30 �L methanol was added. After
that, the vial was capped and vortexed. The mixture was incubated
at 50 ◦C for 20 min in the dark. Before analysis, the reaction mix-
ture was diluted to the mark with the running buffer in order to
maintain a background electrolyte compatible with that in the sep-
aration capillary. A blank solution of the same volume was prepared
using the same protocol.
2.5. Sample preparation

Sample preparation was performed as described by Lapa-
Guimarães et al. [41]. Five grams of fish fillet was homogenized
in 10 mL of 6% trichloroacetic acid (TCA). After centrifugation, the
supernatants were filtered with filter paper. The procedure was
repeated a second time and the solutions were then collected and
diluted to 50 mL with water.

As the similar method reported previously [34], soy sauce sam-
ples were treated via liquid extraction procedure. Simply to say,
suitable amount of soy sauce samples were filtered through a fil-
ter paper. A 3 mL sample was diluted with Millipore water to 6 mL.
Then 3 mL of this diluted sample was transferred into a capped test
tube where 1 mL of 5 M NaOH was added. The solution was sat-
urated by the addition of anhydrous Na2CO3, and extracted twice
with 3 mL of water-saturated n-butanol. Two portions of extraction
solution were combined together, 3 mL of which was transferred to
another test tube. After the solution was then extract three times
with 2 mL of 0.1 M HCl, 3 mL of the acid phase was filtered through
a 0.45 �m membrane and dried under vacuum at room tempera-
ture. The dried residue was dissolved in borate buffer. To ensure the
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Effect of boric acid concentration on the separation was exam-
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concentration of analyte in the calibration range, the above small
aliquot of fish and soy sauce were neutralized with 1 M sodium
hydroxide, and subsequently diluted with water.

Red wine samples were diluted in water and filtered through a
0.45 �m membrane. These procedures were preformed just prior
to use in the experiment, then 20 �L of the solution obtained was
taken for the derivatization with FBQCA under the same conditions
as used for the standards.

3. Results and discussion

3.1. Optimization of separation conditions

The optimized conditions were carefully studied to accomplish
the best separation of biogenic amine derivatives labeled with
FBQCA. These derivatives have poor solubility in water and bear
relatively few charges, so they are very difficult to separate in capil-
lary zone electrophoresis mode. Owing to the suitability of micellar
electrokinetic capillary chromatography (MEKC) for the uncharged
analytes [42], this approach has been adopted in our experiment.
Normally, SDS is the most popular surfactant used in MEKC; but
here the use of only SDS and borate buffer did not lead to the
desired separation of seven biogenic amine derivatives. In MEKC,
addition of organic modifiers has been demonstrated to improve
the resolution of highly hydrophobic compounds, because they are
able to increase hydrophobicity of the mobile phase and change the
distribution of analytes between micellar pseudophase and mobile
phase. Herein, a number of different CE parameters were optimized
to decrease the migration time and increase the resolution and
efficiency.

3.1.1. Choice of capillary size
Generally, what size of the capillary should be chosen depends

upon the separation mode and objects. First, the Beckman P/ACE
MDQ capillary cartridge assembly is provided with two differ-
ent length (corresponding total capillary length 60.2 and 57 cm)
coolant tubing by manufacturer. Capillary length is determined by
the length of coolant tubing from the Cartridge Tubing Kit. In order
to achieve better separation efficiency, 60.2 cm in length was used.
Besides, the derivatives from the reaction of FBQCA and biogenic
amines belong to free solution and own relatively few charges. Usu-
ally, 50 and 75 �m I.D. capillary columns are mostly used for free
solutions electrophoresis. Although smaller I.D. capillaries offer
more heat dissipation, the shorter pathlength is detrimental to LIF

detection sensitivity. In this study, the longer pathlength, 75 �m
I.D. capillary was selected to lower detection limits.

3.1.2. Optimization of acetonitrile concentration
Highly hydrophobic analytes are most likely to be separated

using the small amount of organic modifier [43]. Various concentra-
tions of organic modifiers (methanol and ACN) were investigated.
The result showed that both methanol and acetonitrile could
improve the separation. As is shown in Fig. 2a, when the concentra-
tion of methanol reached 35% (v/v), the analysis time was tedious.
In comparison, however, the addition of acetonitrile could provide
better resolution for seven derivatives (Fig. 2b). As illustrated in
Fig. 3a, the desired separations were achieved with 27% ACN, which
have good resolution as well as short analysis time.

3.1.3. Optimization of the SDS concentration
The concentration of SDS also played a critical role in the sep-

aration. To evaluate the influence of SDS concentration on the
resolution, different concentrations were used (Fig. 3b) in the pres-
ence of 25 mM boric acid and 27% ACN in buffer (pH 9.5). When the
concentration of SDS was lower than 20 mM, two pairs (Put/Cad
Fig. 2. Optimization of the separation of FBQCA labeled seven biogenic amines with
different running buffer. The origin of each peak is identified on the figure. The
peaks identified in bold were used for quantification. (a) Running buffer: 35% (v/v)
methanol, 25 mM boric acid, 25 mM SDS, pH 9.5; separation voltage: 22.5 kV; cap-
illary temperature: 25 ◦C; injection 5 s at 34.5 mbar. (b) 27% ACN, 25 mM boric acid,
25 mM SDS, pH 9.5; curve 1 for real standard amines and curve 2 for the blank; other
conditions as in (a).

and the double of Cad) could not be baseline separated. Also, Spd
and Spm showed broad peaks. Increasing SDS concentration caused
longer separation time. This effect contributed to the higher Joule
heating that is due to the increased conductivity of the buffer [44].
When SDS concentration was more than 35 mM, all peaks were
shifted to longer migration time, and even were lost in resolution.
The best SDS concentration for the separation of biogenic amines
was 25 mM.

3.1.4. Effect of buffer concentration, pH and running voltage
ined in the range of 10–40 mM. When boric acid concentration was
lower than 15 mM, the double derivative peaks of Cad could not
be resolved completely. When the buffer concentration increased,
the resolution of derivatives was improved. However, higher
concentrations resulted in longer migration time. Then, 25 mM con-
centration of boric acid was chosen as the optimized concentration.

Another factor affecting the resolution and selectivity is the pH
of running buffer. The results showed that very little changes of
migration time take place in the range of pH 9.3–9.7. At pH 9.0,
FBQCA-Spd and FBQCA-Spm showed broad peaks. When the pH
of buffer was above 9.7, a longer migration time was consumed.
Therefore, pH 9.5 was adopted for further studies.

The running voltage was investigated between 20 and 27 kV. At
25 kV or higher, the whole analysis time was less than 11 min, but
Put and the former peak of Cad overlapped partly. It was known
that higher potentials favored faster migration, while the separa-
tion resolution was lowered. As a result, a voltage of 22.5 kV was
preferred to obtain the full resolution and short analysis time. A typ-
ical electropherogram of a standard solution was shown in Fig. 2b.
The baseline separation of the derivatives of seven biogenic amines
was completed in 13 min.
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Fig. 3. Effect of (a) different ACN content; (b) concentration of SDS on the migration
time and mobility of amine derivatives, respectively. (A) His; (B) Tyr; (C) Phe; (D)
Cad; (E) Put; (F) Spd; (G) Spm.

3.2. Optimization of derivatization conditions

FBQCA is non-fluorescent itself, but it reacts with amines to form
highly fluorescent isoindole derivatives in the presence of cyanide.
Curve in Fig. 2b presents the electropherogram of a reagent blank.

The blank generated one peak with a migration time of 9.1 min.
Excess FBQCA did not interfere with the determination of analytes
due to weak self-fluorescence.

Generally, reagent concentration is a paramount factor for
the derivatization yield. Excess derivatization reagents were used
for the quantitative analysis of biogenic amines. The biogenic
polyamines, especially Cad, have double derivative peaks. For this
issue, different amounts of FBQCA were studied with a fixed value of
Cad. Fig. 4 shows the variation of Cad peak intensities as the FBQCA-
to-Cad molar ratio was changed from 5:1 to 75:1. The peak height
increased to a constant value with increasing reagent concentra-
tion. Despite the additionally excessive reagent, double peaks were
still observed, which was similar to other polyamines [27,29,36,45].
This phenomenon could be partly attributed to the steric factor hin-
dering their complete substitution or altering the reactivity of the
amines involved. It was clear that both derivative peaks could be
used for quantification, but here we used the former derivative to
avoid interference from other derivative peaks. For Put and Spd,
although small peaks that correspond to di- or mono- FBQCA-amine
occurred, there was a dominant peak. Spm had a weak derivative
peak also. Of many conditions responsible for various derivatiza-
Fig. 4. Electropherograms of the different molar ratios of FBQCA/Cad. Peaks 1 and
2 are derivative peaks of Cad. FBQCA/Cad molar ratio: (a) 5:1; (b) 25:1; (c) 75:1.

tion phenomena, the key factor is the steric hindrance and reaction
activity of FBQCA bearing different amino groups.

The effect of FBQCA concentration was tested in the range from
2×10−5 to 5×10−4 M. When the reagent concentration was lower
than 1×10−4 M, the major derivative peaks of polyamines did not
produce. CE-LIF analysis showed that the peak areas of derivatives
were maximum and stable when the concentration of Cl-BQCA was
2×10−4 M. With the increase of reagent concentration, the peak
areas did not obviously increase. Then, 2×10−4 M was used in the
following experiments.

Furthermore, the influence of KCN concentration on the deriva-
tization was investigated from 2×10−5 to 6×10−4 M. When KCN
concentration was 1×10−4 M or lower, major derivative peaks dis-
appeared. When it was above 3×10−4 M, the fluorescence intensity
had no obvious change. Accordingly, a 3×10−4 M concentration of
KCN was chosen for further experiment.

The labeling reaction must be carried out in weak alkaline
solutions. Amino groups of the biogenic amines would undergo
deprotonation in alkaline medium, and they are prone to the reac-
tion with CN− ion. Effect of the pH value of borate buffer on the
fluorescence intensity was examined in the range of pH 8.8–10.0.
It was found that peak areas of the derivatives reached the largest
at pH 9.6, which was chosen as the optimal alkalinity for derivati-

zation.

Reaction temperature also significantly affects the derivati-
zation yield. The derivatization reactions of FBQCA with amino
compounds need heating. In this paper, the effect of different
temperatures on the peak areas was performed by changing the
temperature from 30 to 70 ◦C (Fig. 5). It was found that the largest
peak area appeared at 50 ◦C. Especially for Spd and Spm, tem-
perature higher than 60 ◦C led to a worse yield. This was in part
ascribed to the instability of biogenic amines at high temperature.
In this experiment, 50 ◦C was selected. Additionally, the study of
reaction time showed that peak area reached the maximum in
20 min that was selected as the optimal time for further experi-
ments.

3.3. Validation of the method

Calibration curves were constructed by derivatizing amine stan-
dards at different concentration under the selected derivatization,
separation, and detection conditions. Good linearity has been
obtained by plotting peak area versus analyte concentration, with
correlation coefficients larger than 0.997. The detection limits (LOD)
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Table 1
Characteristic parameters of the calibration graphs and analytical figures of merit of the d

Amine tM (min) Linear range (�M)

His 7.06 ± 0.02 0.01–2
Tyr 8.21 ± 0.03 0.01–2
2-Phe 9.40 ± 0.04 0.005–1
Put 9.81 ± 0.05 0.01–2
Cad 10.24 ± 0.05 0.01–2
Spd 12.21 ± 0.10 0.01–2
Spm 12.92 ± 0.15 0.05–10

a x, concentration of amine(�M); y, peak area of amine derivatives in electropherogram
b S/N = 3.

Fig. 5. Effect of reaction temperature on peak area of derivatized biogenic amines.
Meanings for the inserted text are identical to those illustrated in Fig. 3. Other
conditions as described in Fig. 2b.

Table 2
Precision and accuracy of the method expressed for the determination of FBQCA-derivati

Amine Concentration evaluated (nM) Concentration detecteda (nM

His 50 53.4
100 94.0
500 502

Tyr 50 49
100 97
500 506

Phe 25 25.8
50 56

250 240

Put 50 55.8
100 99.7
500 490

Cad 50 47.3
100 95
500 567

Spd 50 47
100 88
500 504

Spm 250 263
500 477

2500 2289

a Average of four determinations.
b MT, migration time; PA, peak area. Intra-day precisions were calculated by injecting o

the standard solution for continuous 5 days.
6 (2008) 791–797 795

etermination of FBQCA derivatives

Regression equationa r2 LOD (nM)b

y = 3.73×105 x−3412 0.9989 1.5
y = 2.83×105 x + 2663 0.9988 1.2
y = 1.70×106 x + 10306 0.9998 0.4
y = 7.54×105 x−6164 0.9994 1.5
y = 4.80×105 x + 10944 0.9980 1.4
y = 5.85×105 x−1430 0.9996 1.4
y = 3.96×104 x−371 0.9969 12

. Number of data point for calibration curves is 7 and three repetition per point.

shown in Table 1 were defined as the concentration ranging from

0.4 nM for Phe to 10 nM for Spm (S/N = 3).

The analytical reproducibility of the present method was eval-
uated in terms of relative standard deviations (%R.S.D.) of the
migration time and peak areas. Three concentration levels of
amines were tested. The intra-day precisions of the relative migra-
tion time were below 2.7% and the inter-day precisions were below
4.0%. They both were calculated as R.S.D. for five measurements.
The intra-day and inter-day precisions of the relative peak areas
were calculated in the same way, showing values lower than 4.8
and 5.9%, respectively. The accuracy of the proposed method was
also evaluated. As shown in Table 2, the concentrations calculated
were close to the real ones.

Comparison of the present method with other derivatization-
based CE methods for the determination of biogenic amines
is summarized in Table 3. The MEKC-LIF method shows highly
sensitive by using FBQCA due to very weak self-fluorescence,
which offers a non-fluorescent background. Besides, the FBQCA
derivatives display an absorption maximum closely matching a
commercial argon ion laser line (488 nm), leading to increased sen-
sitivity with a relatively inexpensive detection system. In contrast,

zed biogenic amines at three levels

) Precision (R.S.D.%)b

Inter-day (n = 5) Inter-day (n = 5)

MT PA MT PA

0.9 4.8 1.5 5.9
0.9 3.2 0.7 3.2
0.3 3.1 0.3 3.5

1.4 4.0 1.7 4.4
1.2 2.9 1.1 2.1
0.2 2.3 0.7 2.4

1.8 3.7 2.6 4.4
1.2 2.3 2.0 3.1
0.2 2.7 0.9 4.2

1.5 2.4 2.8 2.4
1.6 1.5 1.1 3.9
0.3 3.0 1.0 2.6

1.6 3.6 3.2 2.4
1.7 1.4 1.8 2.3
0.4 2.7 0.9 3.3

2.5 4.2 3.7 3.8
1.4 2.4 1.5 1.5
0.4 2.7 1.2 4.0

2.7 4.5 4.0 4.5
2.0 2.2 2.1 3.7
1.3 3.0 2.1 2.6

f the standard solution over a day. Inter-day precisions were accessed by injecting
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Table 3
Experimental presentation of various derivatizing reagents for biogenic amines derivatization used in CE

Reagents CE mode Optical
properities

Reaction conditions Analytes Separation time (min) LODs Reference

AccQ MEKC–LIF Ex: 254 nm,
Em: 395 nm

Borate buffer, 55 ◦C, 10 min Cad, His, Put, Spd, Spm,
Tryp, Tyr

25 1–40 �M [25]

1,
C
Tr
H
Sp
D
diaminohexane, Cad, His,
Put, Spd, Spm
Cad, Put, Spm 20 120–410 nM [36]

Histidine, Cad, His, Put 3 3.8–5.5 nM [37]

Phe, Cad, His Put, Spd, Spm,
Tryp, Tyr

28 0.5–10 nM [26]

Cad, His, Spd, Tyr 30 1.0–5 �M [47]

5-HT, Cad, His, Put, Tyr 15 50–100 �M [48]

Phe, Cad, His, Put, Spd,
Spm, Tryp, Tyr

25 0.25 �M [28]

His, Tyr, Phe, Put, Cad, Spd,
Spm

13 0.4–12 nM This work

carcinogenic nitrosamines [54]. These diamines give off unpleasant
decaying odors at very low concentration. Therefore, the concen-
tration is more valuable as the spoilage indicator for these two
amines other than histamine [55]. As expected, the levels of these
fish spoilage markers increased with storage time as well as stor-
FITC MEKC–LIF Ex: 488 nm,
Em: 516 nm

20 mM borate buffer, pH
10.0, r.t. 5–12 h

FITC MEKC–FL Ex: 488 nm,
Em: 519 nm

20 mM borate buffer, pH
10.0, r.t. 5–12 h

NBD-F CZE–FL Ex:
400–490 nm,
Em: 515 nm

5 mM borate buffer, pH 7.2,
65 ◦C, 15 min

DTAF MEKC–LIF CZE–LIF Ex: 488 nm,
Em: 520 nm

0.5 M carbonate buffer, pH
9.5, 35–40 ◦C, 1 h

NDA CZE–FL Ex:
400–490 nm,
Em: 515 nm

20 mM borate buffer, pH
9.1, r.t. 15 min

FQ MEKC–LIF Ex: 488 nM,
Em: 560 nM

40 ◦C, 40 min

OPA MEKC–FL Ex: 340 nM,
Em: 450 nM

20 mM phosphate-borate
buffer, pH 10.0

OPA CEC–UV Abs: 340 nM 10 mM borate buffer, pH
10.0, r.t. 5 min

OPA MEKC–LIF Ex: 350 nM,
Em: 450 nM

100 mM MBCD, 1 mM
EDTA, pH 10.7, 5 ◦C

FBQCA MEKC–LIF Ex: 488 nM,
Em: 520 nM

Borate buffer, PH 9.6, 50 ◦C,
20 min

the maximum excitation of AccQ derivatives at shorter wavelengths
makes the reagent unsuitable for use in the analysis of biological
samples (many species present in biological samples have excita-
tion maxima in the ultraviolet region), which may not afford higher
sensitivity. The detection limits of most reagents were higher than
FBQCA, except FQCA; however, it has a longer derivatization and

separation time. Moreover, the current method has a shorter sepa-
ration time relative to others. For these overall properties (reaction
conditions, separation time, and detection limits), such proposed
method provides more advantages for determination of low con-
centration of biogenic amines.

3.4. Detection of biogenic amines in samples

The accumulation of biogenic amines in fish samples over time
at different storage temperatures was detected using our proposed
method. Trace of Fig. 6 shows the electropherograms obtained
from live fish and dead fish that was allowed to age for 2 days at
15 ◦C. Identification was performed according to standard addition
method by spiking with standard amine solutions and matching the
migration time (Fig. 6a). Each sample was analyzed five reduplicate
times. Amine concentrations of the samples are listed in Table 4.
With the exception of Spd, their levels progressively increased dur-
ing storage, especially for Put and Cad. Putrescine and cadaverine
are notorious in food poisoning because they not only potentiate
the toxicity of histamine [49–53] but also react with nitrites to form

Table 4
Biogenic amine content of samples analyzed (n = 5)

Analyte aFish (�g g−1) bFish (�g g−1) Soy sauce
(�g mL−1)

Red wine
(�g mL−1)

Phe 0.425 18.4 3.58 0.363
Put 0.801 43.6 2.87 1.06
Cad 0.812 47.6 0.710 0.172
Spd 0.719 0.812 0.967 nd
Spm nd nd nd nd

a Live fish. His and Tyr were not detected. nd: not detecatable.
b Fish dead for 2 days at 15 ◦C.
6-Diaminohexane, Phe,
ad, His, Put, Spd, Spm,
yp, Tyr

20 0.72–35 nM [46]

is, Tyr, Phe, Tryp, Put, Cad,
d, Spm

15 ∼10 nM [34]

iaminopropane, 3 21–51 nM [29]
Fig. 6. Electropherograms obtained from fish samples: (a) curve 1 for live fish spiked
with standard amines, and curve 2 for live fish; (b) dead fish at 15 ◦C for 2 days. Other
conditions as described in Fig. 2b.
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age temperature. Further store duration would increase the amount
undoubtedly [56]. The regulatory action level for most fish is >10 mg
histamine/100 g of flesh [57] as indices of spoilage. However, his-
tamine and tyramine in the tested samples could not be identified
due to the interfering signals. The reaction between neutral amino
acids and FBQCA gave products that migrate at about the same time
as the FBQCA-His and Tyr peaks. Other biogenic amines were inter-
ference free. Due to this reason, the method is unsuitable for the
quantification of the global level of biogenic amines in red wine,
but numerous interference peaks largely can be removed from the
desired amines by pretreating the samples [58].

The reliability of the proposed method was further evaluated
by applying it to soy sauce and red wine. Four amines in soy sauce
were identified, which have ever been identified by other meth-
ods [46,55]. Three amines in red wine samples were detected and
the concentrations reported here are lower than those in other red
wines [59]. The results obtained from the analysis of food samples
are shown in Table 4.

4. Conclusion

The proposed MEKC-LIF method using FBQCA as a fluoro-
genic reagent, has been demonstrated an effective procedure for
the simultaneous separation and determination of seven biogenic
amines in food samples. The derivatives are highly fluorescent
and can be detected in low concentration. Besides the versatil-
ity and simplicity, this MEKC-LIF method primarily provides good

sensitivity and short separation period (13 min). The detection
limits of 0.4 nM are lower than other CE methods. In addition,
the present method only offers very weak fluorescence interfer-
ence from background signals. This investigation indicates that the
MEKC-LIF strategy is suitable for the sensitive determination of
bioactive amino compounds with small amounts.
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1. Introduction
Among so many kinds of separation techniques such as thin-
layer chromatography (TLC), high performance liquid chromatog-
raphy (HPLC), gas chromatography (GC), capillary electrophoresis
(CE) and so on, CE is a very economical technique and it has the
advantages of remarkable separation efficiency, rapid analysis, and
minimum consumption of samples and solvents [1]. In CE, many
modes have been developed, such as CZE [2], MEKC [3], CGE [4]
and CEC [5], etc. However, CE is sometimes still very difficult to
perfectly separate some complicated system. To solve this problem,
the addition of modifier is an effective solution.

There are many effective means of achieving the separation of
complex systems under the addition of modifiers, such as chiral
crown ether, protein, surfactant like bile salt or sodium dodecyl sul-
fate (SDS), cyclodextrins (CDs) and their derivatives, ionic liquid (IL),
etc [6–9]. Among those additives, CDs and their derivatives as mod-
ifiers are the most common strategies employed. As for flavonoids,
Shi and co-workers have studied the determination of flavonoids
in hippophae rhamnoides by CZE using dimethyl-�-cyclodextrin
as modifier [10], and the group of Smith has investigated the enan-

∗ Corresponding authors. Tel.: +86 21 6223 3510; fax: +86 21 6223 3508.
E-mail addresses: qjwang@chem.ecnu.edu.cn (Q. Wang), yuzhi@online.sh.cn

(Y. Fang).

0039-9140/$ – see front matter © 2008 Elsevier B.V. All rights reserved.
doi:10.1016/j.talanta.2008.04.025
cy of capillary electrophoresis (CE) is much higher than other chromato-
es difficult to perfectly separate the complex ingredients in biological

ple way to develop the separation effect in CE is to add some modifiers in
r, the suitable running buffer modifiers were explored to simultaneously
avonoids (apigenin, luteolin, kaempferol, quercetin, (+)-catechin and (−)-

n active ingredients in chrysanthemum by capillary zone electrophoresis
CZE-AD). It was found that when �-cyclodextrin (�-CD) and the mixture
used as running buffer modifiers, a baseline separation of the six analytes
than 20 min and the detection limits were as low as 10−7 or 10−8 g ml−1.

separation, such as working potential, pH value and ionic strength of
age and sample injection time were extensively investigated. Under the
ul practical application on the determination of chrysanthemum samples
ticability of this method.

© 2008 Elsevier B.V. All rights reserved.

tiomeric assay for the flavonoids medicarpin and vestitone using
hydroxypropyl-�-cyclodextrin and hydroxypropyl-�-cyclodextrin
as additives [11]. The use of organic or aqueous organic medium
may also extend the applicability of CZE to a wider range of com-
pounds. It was found that adding more than one kind of selectors

to the buffer can improve separation efficiency. However, there
were few reports about the detection of flavonoids by simultane-
ously employing chiral selector and organic solvents as modifiers
[11,12], and nonetheless further studying their proper adding loca-
tions.

Swinney and Bornhop [13] had a review on detection tech-
niques of CE. The main detection methods coupled with CE, such
as UV absorbance detection, fluorescence detection, mass spec-
troscopy (MS), electrochemiluminescence detection as well as
amperometric detection (AD) etc. have been reported [14–17].
Because amperometric detection has the advantage of lower cost,
free derivatization, better selectivity as well as higher sensitivity
[18], it is a good choice to be coupled with CE.

Chrysanthemum is a herbaceous perennial plant possess-
ing antimicrobial, antibacterial, antifungal, antiviral and anti-
inflammatory activities [19,20]. Flavonoids, pentacyclic triterpenes
and essential oils are the main bioactive constituents of chrysan-
themum [21], among which the flavonoids play an important role in
human body. Many researches about the separation of its flavonoid
ingredients have been reported. Wang and Huang [22] had com-
pared the determination of flavonoids in chrysanthemum by HPLC
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(3) ka
Fig. 1. The molecular structures of (1) apigenin, (2) luteolin,

and CE, but the results of that CE do not seem to be very satisfying
because of the incomplete separation of luteolin and quercetin,
and many other papers included apigenin, luteolin, kaempferol and
quercetin [23], or focused on enantioseparation of catechin and epi-
catechin [24], yet not including all those together because these
ingredients are not easy to separate under the common CE condi-
tions.

In this paper, we developed a CZE-AD method with the addi-
tion of �-CD and the mixture of methanol and ethanol as modifiers
to separate and determine six flavonoids whose structures were
shown in Fig. 1, including two flavones (1 and 2), two flavonols (3
and 4) and two flavan-3-ols (5 and 6) in chrysanthemum. These
six analytes could achieve good baseline separation employing
three kinds of modifiers together in our research and the lim-
its of detection were as low as 10−7 or 10−8 g ml−1. These results

proved that the method was a simple and economical means
for the analysis of flavonoids comparing with other methods.
This method can be used for real applications in practical sam-
ples.

2. Experimental

2.1. Apparatus

The self-constructed CZE-AD system was as described in our
previous work [18]: electrophoresis was driven by a high-voltage
power supply (±30 kV, Shanghai Institute of Nuclear Research,
Shanghai, China). Separation part of the system, which included
a fused silica capillary (70 cm×25 �m i.d.×360 �m o.d., Polymicro
Technologies, Phoenix, AZ, USA), a three-dimensional manipulator
as well as a three-electrode system, were housed in a plexi-
glas box equipped with an interlock in case of accidental shock.
Amperometric detection was performed by a potentiostat (CH-2
amperometric detector, Jiangsu Electrochemical Analytical Instru-
mental Factory, China), and the electropherograms were recorded
by a chart recorder (EB2P00, Shanghai Dahua Instrument Factory,
empferol, (4) quercetin, (5) (+)-catechin, (6) (−)-epicatechin.

China). Electrochemical experiments were carried out by a CHI
830b electrochemical analyzer (CHInstruments, Austin, TX, USA).
All solutions were degassed in an ultrasonic cleaner (Branson Soest,
NL). The three-electrode system consisted of a carbon disk working
electrode (300 �m o.d.), a saturated calomel reference electrode
(SCE) and a platinum wire counter electrode.

2.2. Reagents

Apigenin, luteolin kaempferol, quercetin (+)-catechin, and (−)-
epicatechin were purchased from Shanghai Institute for Drug
Control (Shanghai, China) without further purification. Sodium
tetraborate, phosphate, �-cyclodextrin, methanol, ethanol and all
the other chemicals were obtained from Shanghai First Reagent Fac-
tory (Shanghai, China), and they were all of analytical reagent grade.

Chrysanthemum herbs were purchased from a local supermarket.

Accurately weighed six kinds of standard analytes were dis-
solved by ethanol to a concentration of 1 mg ml−1 stock solution
for each. Before CZE experiment, they were diluted by BGE
with/without additives. All solutions were filtered through 0.22 �m
polypropylene acrodisc syringe filter (Xinya Purification Instru-
ment Factory, Shanghai, China) and degassed by agitation in
ultrasonic bath for 5 min.

2.3. Procedure

Prior to CZE experiments, the three-electrode system was fixed
in the corresponding holes of the electrochemical cell and the
carbon disk working electrode was positioned straightly opposite
to the capillary outlet as close as possible by a three-dimension
manipulator. Before each run in CZE experiments, the capillary was
sequentially rinsed with 0.1 mol l−1 hydrochloric acid, doubly dis-
tilled water, 0.1 mol l−1 sodium hydroxide, 3 min for each and then
with corresponding running buffer till the inside current of the
capillary remained stable. This was crucial to get a reproducible
electroosmotic flow (EOF).
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Fig. 2. Hydrodynamic voltammograms of apigenin (�), luteolin (�), kaempferol (�),
quercetin (�), (+)-catechin (�) and (−)-epicatechin (�). Conditions: fused silica capil-
lary: 70 cm×25 �m i.d.×360 �m o.d.; working electrode: 300 �m diameter carbon
disc electrode; running buffer: 36 mM borate-phosphate (pH 8.8); separation volt-
age: 18 kV; electrokinetic injection: 10 s (at 18 kV); room temperature.

2.4. Sample preparation

Chrysanthemum herbs were dried to constant weight, then cut
into pieces and ground into powders. Accurately 1.00 g powder was
weighed and extracted with 25 ml methanol for 60 min in an ultra-
sonic cleaner. The extraction process was repeated for three times,
and the gathered extraction was then concentrated to dryness by
a rotary evaporator. The residual was dissolved in 10 ml methanol,
filtered through a cellulose filter and thereafter stored at 4 ◦C.

The stock solution was diluted with borate-phosphate buffer
with/without organic solvent to desired concentrations, filtered
with 0.22 �m polypropylene acrodisc syringe filter and then soni-
cated before CZE-AD experiments.

3. Results and discussion

3.1. Effect of the detection potential

Since flavonoids can be electrochemically oxidized at a relatively
moderate potential, amperometric detection was used in this work.

Fig. 2 shows the hydrodynamic voltammograms (HDVs) of the six
analytes, which were obtained by monitoring the current responses
after CZE separations within the applied potential ranging from
+0.75 to +1.0 V. It was found that the current responses of these
analytes increased with the applied potential increasing. However,
the noise was too high when the applied potential was more than
+0.90 V. In order to obtain the best signal-to-noise ratio, +0.90 V was
selected as the most suitable detection potential in this experiment.

3.2. Effect of buffer pH and concentration

A key factor in CZE-AD is the pH value. The effect of buffer
pH was studied for a mixture of these six compounds by varying
the borate-phosphate electrolyte from pH 7.0–11.0 in the concen-
trations ranging from 6 to 42 mM. The results showed that the
background buffer with pH between 8.4 and 9.0, especially pH 8.8
with a concentration of 12 mM was most appropriate for the sepa-
ration of kaempferol and apigenin. However, as shown in Fig. 3A, the
comparatively best pH value and concentration was only resolvable
for kampferol and apigenin, while (+)-catechin and (−)-epicatechin
as well as luteolin and quercetin both showed considerable overlap
6 (2008) 780–784

despite the varying of buffer pH and concentration. Thus, a simple
buffer is insufficient for the separation.

3.3. Modification of buffer conditions

For a better separation of the six analytes, �-CD, which was
proved to be with the best characteristics to obtain inclusion com-
plexes with flavonoids [25], was used as an additive in running
buffer. Fig. 3B shows the electropherogram in the presence of �-CD
in running buffer, in which five peaks appeared. In the concentra-
tion test of �-CD ranging from 2.5 to 5.0 mM with an interval of
0.5, 3.0 mM �-CD was chosen as the optimum condition. With this
modified buffer, it was easy to distinguish the peaks of (+)-catechin
and (−)-epicatechin. Besides this, the addition of �-CD also showed
a tiny improvement for the separation of luteolin and quercetin.

3.4. Effects of organic solvent additives

In order to get the last overlapped pair, luteolin and quercetin
resolved, some organic solvents were added to the sample or run-
ning buffer as EOF modifiers, because organic solvent modifiers
are very useful to modulate separation selectivity [26]. In the pro-
cess of further optimisation of the separation condition, methanol,
ethanol and acetonitrile were tried out in series. Different propor-
tions of organic additives were added to investigate their effects on
the results of separation. Fig. 3C showed that the peaks of luteolin
and quercetin were partially separated, and all peaks were sharp-
ened with the addition of organic modifier. The best result was
achieved by diluting the stock solution with 50% borate-phosphate,
25% methanol and 25% ethanol (v/v/v).

3.5. Further optimization of the concentration of running buffer

With the help of chiral selector �-CD and organic modifier
methanol and ethanol, six analytes were separated, but as is shown
in Fig. 3C, the resolution was far from satisfaction. Finally, in order
to enable a baseline separation of all six analytes, it was better
to further optimize the concentration of running buffer, because
the increase of ionic strength of running buffer can result in the
decrease of EOF in capillary and improve the resolution. Among
the range from 6 to 42 mM, 36 mM was finally chosen as the proper
condition. Though the increase of the buffer concentration made
the current responses decrease to some extent, the migration time

of analytes increases accordingly, which led to a perfect baseline
separation. Fig. 3D illustrates that all the six compounds could be
baseline-separated in less than 20 min.

3.6. Effect of separation voltage and sampling time

The separation efficiency of CZE was investigated within the
separation voltage range from 12 to 20 kV. The migration time of
the analytes was significantly shortened and their corresponding
current peaks were sharpened when the separation voltage was
increased. However, if the separation voltage was too high, more
Joule heat was produced because of the higher current inside the
capillary, which caused peak broadening and reduced separation
efficiency. Therefore, 18 kV was selected as the optimum separation
voltage in this experiment.

Samples were injected into the capillary in an electrokinetic
mode. The effect of sampling time was investigated by selecting dif-
ferent injection time (8, 10, 12, 14 and 16 s at a voltage of 18 kV). It
was found that the peak current increased as the injection time pro-
longed. However, the current peaks of the analytes were obviously
broadened and overlapped when the injection time was more than
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Fig. 3. From (A) to (D), electropherograms of solutions containing: (1) apigenin, (2) luteo
concentration of 5×10−5 g ml−1 each, under the detection potential +0.90 V (vs. SCE), and
(B) (A) in the presence of 3.0 mM �-CD as BGE; (C) on the basis of (B), diluting the stock s
other conditions are the same as (C), except that the concentration of borate-phosphate b

12 s. So 10 s was selected as the injection time in this experiment
and satisfactory results were obtained under this condition.

3.7. Analysis performance

According to the experiments above, the optimum conditions of
CZE-AD for determining the six analytes were detection potential
+0.90 V (versus SCE), separation voltage 18 kV, electrokinetic injec-
tion time 10 s (voltage 18 kV), 36 mM borate-phosphate buffer (pH
8.8) in addition with 3.0 mM �-CD and the injection sample diluted
with 25% methanol and 25% ethanol (v/v). Fig. 3D shows the elec-
tropherogram of a standard solution of the six analytes with the
concentrations of 5×10−5 g ml−1 each under the optimum condi-
tions at the carbon disk electrode. It is clear that a very good baseline
separation is achieved for the six analytes within 20 min.

Table 1
The regression equations and the detection limits of apigenin, luteolin, kaempferol, querc

Analyte Concentration range (g ml−1) Regression equation I/nA, C (g ml−1)

Apigenin 5×10−7–1.2×10−5 I = 1.12×106C + 0.123
Luteolin 5×10−7–1.2×10−5 I = 6.28×105C + 0.149
Kaempferol 5×10−7–1.2×10−5 I = 1.26×106C + 0.277
Quercetin 5×10−7–1.2×10−5 I = 5.33×105C + 0.103
(+)-Catechin 5×10−7–1.2×10−5 I = 1.12×106C−0.085
(−)-Epicatechin 5×10−7–1.2×10−5 I = 8.32×105C−0.157
lin, (3) kaempferol, (4) quercetin, (5) (+)-catechin and (6) (−)-epicatechin with the
separation voltage 18 kV. (A) pH 8.8, 12 mM borate-phosphate electrolyte as BGE;

olution with 50% borate-phosphate, 25% methanol and 25% ethanol (v/v/v); (D) all
uffer were changed to 36 mM.

3.8. Linearity, detection limits and reproducibility

To determine the linearity for apigenin, luteolin, kaempferol,
quercetin, (+)-catechin and (−)-epicatechin in CZE-AD, a series
of mixed standard solutions of the analytes were tested. From
Table 1, the linear ranges, regression equations, correlation coef-
ficients, detection limits and the RSDs of peak current values are
listed. Good linear relationships of the six analytes were obtained
in the concentration ranging from 5.0×10−7 to 1.2×10−5 g ml−1.
The detection limits were calculated according to the 3sb/m cri-
terion [27], where m is the slope of the calibration curve and
sb is the standard deviation. The LODs of apigenin, luteolin,
kaempferol, quercetin, (+)-catechin and (−)-epicatechin were as
low as 7.3×10−8, 2.1×10−7, 3.7×10−8, 2.8×10−7, 7.0×10−8 and
1.3×10−7 g ml−1, respectively. After the analysis was repeated five

etin, (+)-catechin and (−)-epicatechin

Correlation coefficient Detection limit (g ml−1) RSD (%) of concentration

0.9981 7.3×10−8 2.70
0.9990 2.1×10−7 4.36
0.9979 3.7×10−8 1.57
0.9980 2.8×10−7 4.89
0.9982 7.0×10−8 2.60
0.9991 1.3×10−7 3.51
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[9] P. Laamanen, S. Busi, M. Lahtinen, R. Matilainen, J. Chromatogr. A 1095 (2005)
Fig. 4. Electropherogram of 5 mg l−1 chrysanthemum herb extraction under the
optimal CZE-AD conditions mentioned above: (1) (+)-catechin, (2) (−)-epicatechin,
(3) kaempferol, (4) apigenin, (5) luteolin and (6) quercetin.

times under the same conditions, the peak signals only decreased
slightly, and the RSDs were all less than 5%, which demonstrated
that this method was of good repeatability.

3.9. Sample analysis

Sample determinations were carried out under the optimal
conditions according to the procedures stated above. The deter-
mination of the six flavonoids in chrysanthemum extracts was
performed by standard addition method. Typical electropherogram
of the sample is shown in Fig. 4. The contents of the six ana-
lytes were calculated as 3.4×10−6, 7.9×10−6, 7.3×10−6, 1.6×10−5,
7.2×10−6 and 7.4×10−6 g g−1 for (+)-catechin, (−)-epicatechin,
kaempferol, apigenin, luteolin and quercetin, respectively. Recov-
ery tests were performed by adding 3–5 folds of these substances,
and the recoveries of all six analytes were 91.2%, 94.3%, 105.8%,
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[

[
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108.6%, 98.3% and 96.1% respectively, which indicated that this
method was accurate and practical.

4. Conclusions

Capillary electrophoresis is a helpful tool for investigating the
flavonoids profile in chrysanthemum. In this paper, apigenin, lute-
olin, kaempferol, quercetin, (+)-catechin and (−)-epicatechin were
separated and determined by CZE-AD with the help of modifiers.
Besides the optimization of some basic affecting factors of CZE-AD,
the addition of �-CD and organic additives in the system all helped
to obtain the final results. The results showed that this method is
of high separation efficiency, short analysis time, and convenience
of analysis.
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1. Introduction

Triazine herbicides, such as atrazine and simazine, provide great
benefits for weed control in agricultural domain over past years,
however, their residues have attracted great concern worldwide
because of widespread use. And they are also in the list of chemical
pollutants that need to be more heavily monitored due to their tox-
icity, persistence, cumulation in the environment and their effects
on the environment and health [1,2]. At the same time, according
to the European Union Directive, individual pesticide in drinking
water must not exceed 0.1 �g L−1 for individual compound and
some of its degradation products, and 0.5 �g L−1 for the sum of all
compounds [3]. Therefore, it is necessary to develop cheap, simple,
rapid and sensitive methods for monitoring their residues in the
environment.

The most widely used methods for the determination of tri-
azine herbicides are chromatographic techniques including gas
chromatography [4,5] and high-performance liquid chromatogra-
phy [6], however, generally, without enrichment procedure their
instrumental sensitivity and selectivity are insufficient for direct

∗ Corresponding author. Tel.: +86 531 82605340; fax: +86 531 82964889.
E-mail address: zhaors1976@126.com (R.-S. Zhao).

0039-9140/$ – see front matter © 2008 Elsevier B.V. All rights reserved.
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vince, Analysis and Test Center,

r the determination of triazine herbicides atrazine and simazine in envi-
developed. It was based on solid-phase extraction (SPE) using bamboo

-performance liquid chromatography-ultraviolet detector (HPLC-UV) for
ion of atrazine and simazine at trace level. Related important factors influ-
y, such as the kind of eluent and its volume, flow rate of the sample, pH
the sample, were investigated and optimized in detail. Under the opti-
tal results showed that excellent linearity was obtained over the range of
oefficients 0.9991 and 0.9982, for atrazine and simazine, respectively; and
s of two analytes were 8.3, 8.7%, respectively. The proposed method was
lysis of tap water and well water samples. And satisfactory spiked recov-
e of 75.2–107.1%. The above results indicated that the developed method
the routine analysis in environmental field.

© 2008 Elsevier B.V. All rights reserved.

determination of these compounds at trace or ultratrace level in
environmental samples. Therefore, a sample enrichment step prior
to chromatographic analysis is very necessary. The commonly used

sample preparation methods for chromatographic determination
include liquid–liquid extraction (LLE), solid-phase extraction (SPE),
ultrasonic extraction (USE) and so on. Among the above mentioned
sample pretreatment methods, solid-phase extraction is the most
common technique for environmental water sample pretreatment
because it offers a number of important benefits in comparison
with laborious classical LLE, such as reduced solvent usage and
exposure, low disposal costs and short extraction times for sample
preparation [7]. Recently, cell sorption as a novel and success-
ful mode of SPE has appeared [8–10]. For the SPE procedure, the
choice of adsorbent is the most important factor for obtaining
higher enrichment efficiency of analytes. And various different
types of hydrophobic materials, such as C8, C18, PS-DVB polymer,
polytetrafluoroethylene and carbon nanotubes, have been used as
adsorbents for the enrichment of triazine herbicides and other envi-
ronmental pollutants in water samples [2,11–14]. In addition, one
problem should be pointed out that some of them are expensive.
Therefore, searching cheap and suitable adsorbents for the SPE of
target analytes is necessary.

Bamboo charcoal has attracted great attention in recent
years because of its special microporous structure and biological
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washing with 2 mL acetonitrile and 10 mL purified water prior to
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Fig. 1. The picture of bamboo charcoal under Electron Probe X-ray Microanalyzer.

characteristics [15]. Bamboo charcoal burnt at temperatures over
800 degrees centigrade exhibits properties vastly different from
the bamboo plant, including a high density and porous structure
[16]. Compared with wood charcoal, bamboo charcoal has about
4 times more cavities, 3 times more mineral content and 4 times
better absorption rate. In terms of surface area, bamboo charcoal
(300 m2 g−1) is 10 times greater than wood charcoal (30 m2 g−1)
[16], and is larger than multiwalled carbon nanotubes (less than
200 m2 g−1) [17]. Bamboo charcoal is a kind of cheap material (1
US$/500 g), which was much lower than other adsorbents such
as PS-DVB polymer, carbon nanotubes and so on. The low price,
extremely large surface area and the unique microporous struc-
ture make bamboo charcoal a promising adsorbent material for the
enrichment of pollutants at trace level or utratrace level in the envi-
ronment (The picture of bamboo charcoal under Electron Probe
X-ray Microanalyzer is given in Fig. 1.) To our knowledge, up to
now, no report about solid-phase extraction using bamboo char-
coal as adsorbent for the enrichment and determination of triazine
herbicides has appeared.

The goal of this study is to exploit the adsorptive potential
of bamboo charcoal as solid-phase extraction adsorbent for the
enrichment of atrazine and simazine at trace level. Related impor-
tant factors influencing the extraction efficiency, such as the kind
of eluent and its volume, flow rate of the sample, pH of the sam-
ple, and volume of the sample, were investigated and optimized in
detail. At the same time, the proposed enrichment procedure was

used for the determination of atrazine and simazine at trace level
in environmental water samples.

2. Experimental

2.1. Reagents and materials

HPLC-grade methanol and acetonitrile were purchased from
Tedia company Inc. (Fairfield, OH, USA). Acetone was chromato-
graphic grade, and purchased from Fuchen chemical reagent factory
(Tianjin, China). Atrazine were purchased from Dr. Ehrenstor-
fer (Augsburg, Germany) (purity 99.5%). Standard stock solution
of atrazine was prepared by dissolving appropriate amount into
methanol. Simazine standard with a concentration of 100 mg L−1

was purchased from Institute of Environmental Protection and
Monitoring, Department of Agriculture (Beijing, China). These solu-
tions were further diluted into 10.0 mg L−1 with methanol and
stored at 4 ◦C. Fresh working solutions were prepared daily by
appropriate dilution of the stock solution with purified water.

Bamboo Charcoal (Quzhou Minxin charcoal company, Zhe-
jiang, China) as an indoor air fresher was purchased from a local
6 (2008) 956–959 957

market. The picture of bamboo charcoal under Electron Probe X-
ray Microanalyzer is given in Fig. 1. Before use to develop SPE
method, it was triturated and sieved through a 80 mesh sieve
and dried at 80 ◦C for 2 h. Through the observation of JCXA-733
Electron Probe X-ray Microanalyzer, bamboo charcoals with an
average length of 3–15 �m was obtained. Bamboo charcoal includes
81.21% carbon element, 2.52% hydrogen element, and 16.27% other
components.

2.2. Apparatus

The high-performance liquid chromatography-ultraviolet
detector (HPLC-UV) equipment used was an Agilent 1100 HPLC
system including a ultraviolet detection, a quaternary pump, a
column thermostat and an automatic sample injector with a 100 �L
loop. A personal computer equipped with an Agilent ChemStation
program for HPLC was used to process chromatographic data.
A reversed-phase VP-ODS C18 column (250 mm×4.6 mm i.d.,
particle size 5 �m) (Shimadzu, Japan) was used for analysis of two
triazine herbicides at 25 ◦C. The mobile phase was obtained with
acetonitrile/water (70/30, v/v), and the flow rate, the injection
volume and detection wavelength was 0.5 mL min−1, 100 �L and
223 nm, respectively.

Preparation of bamboo charcoal packed cartridge was per-
formed by modifying an Agilent AccuBond SPE ENV PS DVB
cartridge (1000 mg, 6 mL, polypropylene), which was obtained from
Agilent Technologies, USA. After the PS-DVB packing was removed,
1.0 g bamboo charcoal, which had been pretreated, was packed in
the SPE cartridge. The polypropylene upper frit was reset at the
upper end of the cartridge to hold the bamboo charcoal pack-
ing in place. Then the outlet tip of the cartridge was connected
to a SHB-III vacuum pump (Great wall scientific and trade Co.
Ltd., Zhengzhou, Henan), and the inlet end of cartridge was con-
nected to PTFE suction tube whose other end was inserted into
sample solution. In order to reduce the interferences of organic
contaminants, the entire SPE assembly needed to be washed
with 50 mL methanol and enough purified water before the first
use.

2.3. Solid-phase extraction

The cartridge packed with bamboo charcoal was pretreated by
each SPE procedure. Then 100 mL purified water sample spiked
with two compounds was passed through the pre-conditioned car-
tridge at the optimum flow rate. After the sample solution had
passed through, the cartridge was washed with 10 mL purified
water to remove co-adsorbed matrix materials from the cartridge.
Then the bamboo charcoal column was dried by negative pressure
for 10 min. Subsequently the analytes retained on the SPE cartridge
were eluted with 10 mL acetonitrile. In order to simplify the SPE
procedure, further concentration of extract was not performed.
Finally, the extract was then analyzed by HPLC-UV with an injection
of 100 �L.

2.4. Water samples

In this experiment, two real world environmental water sam-
ples, tap water and well water, were used for evaluating the
feasibility of the developed method. Tap water was collected from
our lab. Well water sample was collected from Baotuquan of Jinan,
Shandong Province. Before the environmental water samples were
used, they were filtered through 0.45 �m micropore membranes
and stored in brown glass bottoms at 4 ◦C, respectively.
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3. Results and discussion

3.1. Optimization of enrichment conditions

To evaluate the enrichment potential of bamboo charcoal as
solid-phase adsorbent for atrazine and simazine, related important
factors influencing the extraction efficiency, such as the kind of elu-
ent and its volume, flow rate of the sample, pH of the sample, and
volume of the sample, were optimized and investigated in detail.

3.1.1. Selection of kind and volume of eluent
Firstly, to ensure the targeted compounds be eluted completely,

a suitable eluent should be selected. In this experiment, three
solvents differing in polarity, HPLC-methanol, acetonitrile and
chromatographic grade acetone were tested. Trials results indicated
that acetonitrile had the best gas chromatographic behavior and
can provide the best elution performance. Therefore, in the follow-
ing experiments, acetonitrile was used as the eluent. The volume
of the eluent is another factor that should be considered. A series
experiments was designed and investigated through changing the
volume of eluent acetonitrile from 2 to 12 mL. In the operation pro-

cess of solid-phase extraction, another 10 mL acetonitrile and 10 mL
purified water were employed passing through bamboo charcoal
packed cartridge before next SPE extraction in order to get rid of
possible residue of analytes. The experimental results obtained are
shown in Fig. 2. From Fig. 2, the recoveries of two analytes increased
with the increase of the volumes of acetonitrile between 2 and 8 mL.
When the volume of acetonitrile was more than 8 mL, the recov-
ery of simazine remained constant. And the recovery of atrazine
reached its maximal value when the volume of acetonitrile was
more than 10 mL. Therefore, in all subsequent experiments, 10 mL
acetonitrile was used as the eluent.

3.1.2. Selection of pH
Secondly, pH value of working solution or sample solution play

a critical role in the SPE procedure, because the pH value of solution
determined the existing state of analytes, and thus influenced the
extraction efficiency of the targeted compounds. In order to inves-
tigate this effect, in this experiment, different pH value of working
solution ranging from 3 to 11 was studied. The experimental results
are shown in Fig. 3. From Fig. 3, it is clear that at the pH 5–9, the
recoveries of two compounds can reach 94.8–105%. And the recov-

Fig. 2. Influence of the volume of the eluent on the recoveries of simazine and
atrazine. Conditions: volume of the sample, 100 mL; concentration for two com-
pounds, 5 �g L−1; pH of the sample, 7; flow rate of the sample, 2.5 mL min−1.
Fig. 3. Influence of pH of the sample on the recoveries of simazine and atrazine. Con-
ditions: volume of the sample, 100 mL; concentration for three compounds, 5 �g L−1;
volume of acetonitrile, 10 mL; flow rate of the sample, 2.5 mL min−1.

eries at pH < 5 or pH > 9 were lower than those at the pH 5–9. At
the pH 7, the best extraction efficiency for two compounds can be
obtained. This was accordant with the results obtained in the previ-
ous report [2]. Possible reason for this is that atrazine and simazine
may hydrolyze in strong acidic and basic aqueous environments or
ionized [2].

3.1.3. Effect of sample flow rate
Flow rate of working solution also is an important factor that

should be considered, which affects the enrichment efficiency. In
this experiment, the flow rate was investigated in the range of
1.0–2.5 mL min−1. The experimental results showed that flow rate
of working solution had no obvious influence on the recoveries
of simazine and atrazine. Therefore, in the following experi-
ments, 2.5 mL min−1 was selected for saving sample pretreatment
time.

3.1.4. Effect of sample volume
In order to obtain reliable and reproducible analytical results

and a high enrichment factor, breakthrough volume is an another
important parameter that should be considered for solid-phase
extraction. In this experiment, the influence of sample volume on
the recoveries of two compounds was investigated in the range of

100–1000 mL.

For this purpose, 100, 250, 500, 750, 1000 mL of sample solu-
tion containing 5.0 �g L−1 simazine and atrazine, respectively, were
passed through the bamboo charcoal solid-phase extraction car-
tridge with optimal flow rate. It was found that quantitative
recoveries (>89%) were obtained for sample volume up to 500 mL
for the targeted compounds. When the volume of sample was more
than 500 mL, the recoveries of two compounds decreased slightly.
In order to save time volume of sample 100 mL was adopted in
further experiments.

3.2. Analytical performance

Under the above optimum conditions, some characteristics of
the present method were investigated. Linear range, limit of detec-
tion and precision were obtained. Extended standard method was
used for quantitative determination of atrazine and simazine.
Linearity was observed over the range 0.5–30 �g L−1 for two her-
bicides. Correlation coefficients (R) were 0.9991 and 0.9982 for
simazine and atrazine, respectively. The limits of detection (LODs),
based on a signal-to-noise ratio (S/N) of 3, were 0.1 and 0.1 �g L−1,
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Table 1
Results of determination and recoveries of real water samples spiked with two target ana

Water samples Compounds Blank Sp

Tap water Simazine – 1.0
– 5.0

Atrazine – 1.0
– 5.0

Well water Simazine – 1.0
– 5.0

1.0
5.0
Atrazine –
–

Fig. 4. Typical chromatogram of well water sample spiked with 5 �g L−1 simazine
and atrazine: (1) Simazine (2) Atrazine. Conditions: volume of the sample, 100 mL;
concentration for two compounds, 5 �g L−1; pH of the sample, 7; flow rate of the
sample, 2.5 mL min−1; volume of acetonitrile, 10 mL.

for two compounds. The sensitivity of the method can be further
improved if more than 100 mL sample was used. To assess the pre-

cision of the measurement, the repeatability of the method was
determined by performing 5 times using aqueous standard solu-
tions with 1.0 �g L−1 atrazine and simazine. The RSD% was were
8.3 and 8.7% for atrazine and simazine, respectively.

3.3. Real environmental water samples analysis

In order to evaluate the proposed method, two aqueous sam-
ples including tap water and well water were analyzed, and the
recoveries were determined at 1.0 and 5.0 �g L−1 simazine and
atrazine spiked level, respectively. The results are listed in Table 1.
The results indicate that the contents of simazine and atrazine in the
samples were under the detection limits. The recoveries of simazine
and atrazine were in the range of 75.2–107.1, and 80.0–106.3%,
respectively. Fig. 4 showed the typical chromatogram of well water
sample collected from Baotuquan.

4. Conclusion

In this paper, a cheap, simple and reliable method was developed
for the enrichment and determination of two triazine herbicides

[

[
[
[
[
[
[
[
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lytes

iked levels (�g L−1) Found (�g L−1) Recovery (%)

0.752 ± 0.082 75.2
4.815 ± 0.327 96.3
1.071 ± 0.160 107.1
4.480 ± 0.248 89.6

0.800 ± 0.007 80.0
4.370 ± 0.332 87.4
1.063 ± 0.147 106.3
4.285 ± 0.418 85.7

atrazine and simazine in environmental water samples based on
using bamboo charcoal as solid-phase extraction adsorbents. Bam-
boo charcoal exhibited excellent merits as solid-phase extraction
adsorbent in the enrichment procedure of two herbicides. The
developed sample pretreatment procedure offered many obvious
advantages such as cheapness, simplicity, rapidness, easy to oper-
ate, sensitiveness and good repeatability. All of these proved that
bamboo charcoal was a good adsorbent for the preconcentration
of atrazine and simazine at trace level from environmental water
samples. In a word, it can be concluded that the bamboo charcoal
has great potential for the enrichment and determination of more
other herbicides in environmental water samples.
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